
M E D I C A L  U N I V E R S I T Y  O F  G D A Ń S K

EUROPEAN JOURNAL
 OF TRANSLATIONAL

 AND CLINICAL MEDICINE

e-ISSN 2657-3156          2025         Vol. 8         No. 1         ejtcm.gumed.edu.pl



Photo on the cover of the issue 
by Mahmoud Fadl Bakr et al.  
(page 25) 



Jan-Eric Litton
Karolinska Institutet (Sweden)

Eva M. Martinez-Caceres
Universitat Autònoma 

de Barcelona Medical School (Spain)

Olle Melander
Lund University Diabetes Centre (Sweden)

Krzysztof Narkiewicz
Medical University of Gdańsk (Poland)

Waldemar Priebe
University of Texas (TX, USA)

Thomas Ritter
National University of Ireland (Ireland)

Aleksander Stanek
National University of Ireland (Ireland)

Pawel Tacik
University of Bonn Medical Center 

(Germany)

Anna Tomaszuk-Kazberuk
Medical University of Białystok (Poland)

Tomasz Torlinski
University Hospitals Birmingham NHS, Aston 

University (GB)

Piotr Witkowski
University of Chicago (IL, USA)

Advisory Board

 
John J. Bissler
University of Tennessee, 

Health Science Center (TN, USA)

Jean-Luc Cracowski
Grenoble Alpes University (France)

Lawrence W. Dobrucki
University of Illinois at Urbana-Champaign (IL, USA)

Anna Dominiczak
University of Glasgow (GB)

Zbigniew Gaciong
Medical University of Warsaw (Poland)

Jerzy B. Gajewski
Dalhousie University (Canada)

Paul Grundeman
University Medical Center Utrecht (Netherlands)

Jacek Jassem
Medical University of Gdańsk (Poland)

Adam Kowalczyk
O'Halloran Medical Centre, South Australia

Pawel M. Kozlowski
University of Louisville (KY, USA)

Bengt Lindholm
Karolinska Institutet (Sweden)

Editor-in-Chief 
Dariusz Kozłowski

Vice-Editor-in-Chief 
Tomasz Szmuda

Language Editor, Secretary
Janusz Springer

Managing Editor
Małgorzata Omilian-Mucharska

Technical Editors
Małgorzata Omilian-Mucharska
Małgorzata Gusman
Maksymilian Wroniszewski

DTP Editor
Małgorzata Gusman 
Mariusz R. Marszałkowski

Web Developer
Piotr Sampławski

Social Media Specialist
Mikołaj Młyński 
Mikołaj Olchowik
Tomasz Ślebioda 

Statistical Consultant
Paweł Zagożdżon

Finance Administrator
Beata Dudzik-Richter

2025         Vol. 8          No. 1

Editorial Office

Medical University of Gdańsk
European Journal 
of Translational Medicine 
Dębinki 1 Street,  
80-210 Gdańsk, Poland

Phone: +48 58 349 15 37

E-mail: ejtcm@gumed.edu.pl
ejtcm.gumed.edu.pl

Publisher

Medical University of Gdańsk
M. Skłodowskiej-Curie 3 A
80-210 Gdańsk, Poland
© Copyright by Medical 
University of Gdańsk      

Gdańsk 2025
e-ISSN 2657-3156  
   
Online edition is the 
original version of the journal.

EUROPEAN JOURNAL
OF TRANSLATIONAL AND CLINICAL MEDICINE

Editorial Team



SHORT COMMUNICATION

Preliminary assessment of microcirculation in the ascending aorta in patients with normal 
and dilated ascending aorta using laser Doppler perfusion monitoring
Mikołaj Krysiak, Andrzej Łoś, Rafał Pawlaczyk, Mateusz Janeczek, Marcin Hellmann

RESEARCH ARTICLE

Breath-holding index – a new approach to an old method
Marta Nowakowska-Kotas, Weronika Lisiak, Emilia Wiśniewska, Sławomir Budrewicz, Piotr Wiśniewski

Role of zinc and vitamin D in modulating diabetic nephropathy in experimental models
Mahmoud Fadl Bakr, Mahmoud A. Elrehany, Othman A. Othman

Effects of HRV biofeedback training on recovery, stress management, reaction time  
and concentration in competitive rowing – preliminary study
Zuzanna Myszka, Maria Wolff, Piotr Basta, Dariusz Kozłowski

Effects of prior antioxidant supplementation on quality of stored erythrocytes:  
vitamin C + vitamin E and vitamin C + N-acetylcysteine
Masannagari Pallavi, Vani Rajashekaraiah

Diet-induced obesity influences atherogenic indices and increases risk of cardiovascular 
disease in male Wistar rats
Joseph Kofi Kwarteng, Edwin Laing

Sexual satisfaction, quality of life and level of social support of women before,  
during and after pregnancy
Wiktoria Łaczyńska, Katarzyna A. Milska-Musa

REVIEW ARTICLE

Revolution in flow cytometry: using Artificial Intelligence for data processing and interpretation
Szymon Bierzanowski, Krzysztof Pietruczuk

The role of the Notch signaling pathway in rhabdomyosarcomas
Datis Kalali, Emilija Milošević, Doxakis Anestakis

Multifaced lipoedema: a problematic and complex condition in the population of young women
Jolanta Tomczak, Julia Dzierla, Aleksandra Sarba, Aleksandra Fałczyńska, Zbigniew Krasiński, Marcin Gabriel

TECHNICAL REPORT

Improving quality of life of completely edentulous patient with oral submucous fibrosis  
and infantile hemangioma
Shubhaani Singh, Pankaj Dhawan, Harsimran Kaur, Manish Bhargava

5

10

19

32

45

59

71

83

97

103

113

CONTENTS
EUROPEAN JOURNAL OF TRANSLATIONAL 
AND CLINICAL MEDICINE 2025;8(1):1-119



Mikołaj Krysiak1   , Andrzej Łoś1   , Rafał Pawlaczyk1   ,  

Mateusz Janeczek1   , Marcin Hellmann2

SHORT COMMUNICATION

Preliminary assessment  
of microcirculation in the ascending 
aorta in patients with normal and dilated 
ascending aorta using laser Doppler 
perfusion monitoring

Corresponding author:
Mikołaj Krysiak, Department of Cardiac & Vascular Surgery, Medical University of Gdańsk, Poland 
e-mail: krysiak.mikolaj@gumed.edu.pl
Available online: ejtcm.gumed.edu.pl
Copyright ® Medical University of Gdańsk
This is Open Access article distributed under the terms of the Creative Commons Attribution-ShareAlike 4.0 International.

NO APC OA

1 Department of Cardiac & Vascular Surgery, Medical University of Gdańsk, Poland
2 Division of Cardiac Diagnostics, Medical University of Gdańsk, Poland

Abstract 

Background: Microcirculation within the ascending aortic wall, supplied by the vasa vasorum, is increasingly 
recognized as a potential factor in the pathogenesis of aortic aneurysms. However, in vivo assessment remains 
challenging. This pilot study aimed to evaluate ascending aortic microcirculation intraoperatively using Laser 
Doppler Perfusion Monitoring (LDPM). Material and methods: Twenty-four patients (18 males, 6 females) un-
dergoing elective cardiac surgery were enrolled. LDPM was performed on the exposed ascending aorta prior to 
surgical manipulation. A probe was sutured to the aortic wall and perfusion was recorded in Perfusion Units (PU). 
A brief probe compression test was conducted to evaluate perfusion response. Results: The mean LDPM value 
was 281.58 PU (males: 339.94 PU; females: 139.86 PU). In males, LDPM negatively correlated with age (r = –0.593, 
p = 0.0121), whereas a moderate but non-significant correlation was noted with BMI (r = –0.303, p = 0.2366).  
No significant associations were observed with hypertension, diabetes, smoking, or aortic dilation. A paradoxical 
increase in PU during probe compression occurred in 54% of patients. Conclusions: LDPM provides real-time in-
traoperative assessment of aortic microcirculation. Age-related decline in perfusion may contribute to aortic wall 
vulnerability. Further studies with larger cohorts are needed to validate these findings.

Keywords: ascending aorta  ·  dilatation of ascending aorta  ·   laser Doppler perfusion monitoring 
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Introduction

Microcirculation and its impairment as elements of the 
pathophysiology of cardiovascular diseases is recently gain-
ing attention in recent research. In the aortic wall the micro-
circulation is a network of small vessels (vasa vasorum) that 
supply its tissue with blood flow and nutrients. Impairments 
in this network are considered an early pathogenic factor in 
cardiovascular diseases, and may often precede structural 
changes, e.g. formation of an aneurysm. The microscopic 
scale of these vessels poses a significant technical challenge 
in the evaluation of microcirculation. Laser Doppler Perfu-
sion Monitoring (LDPM) provides a non-invasive method to 
measure tissue perfusion and its dynamic response to stim-
uli. Recent studies have explored the potential involvement 

    Materials and methods

We enrolled patients undergoing cardiac surgery in ac-
cordance with the European Society of Cardiology (ESC) 
guidelines, provided that replacement of the ascending aorta 
with a vascular prosthesis was not planned. The study popula-
tion consisted of 24 patients (18 males, 6 females). The mean 
age for males was 63.88 years (median 65.0), and for females 
71.14 years (median 70.0) (Figure 1). Six patients had ascend-
ing aortic dilation (> 35 mm), 6 had diabetes mellitus (25%),  
18 had hypertension (66.6%), 2 had chronic kidney disease 
(8.3%), 14 were current or former smokers (58.3%) and  
10 had a body mass index (BMI) of ≥ 30 (41.67%). All partici-
pants provided informed and voluntary consent to participate 

Figure 1. Population parameters: age (years), height (cm), weight (kg), BMI (kg/m²)

of microcirculatory dysfunction in condi-
tions such as aortic aneurysm, ischemic 
heart disease and hypertrophic cardio- 
myopathy.

Prior applications of LDPM in cardiac 
surgery have primarily focused on myo-
cardial perfusion during off-pump cor-
onary artery bypass grafting (OPCABG) 
[1-2]. LDPM has been utilized more 
widely in neurology [3], hypertension [4],  
nephrology [5], and plastic surgery [6]. 
However, studies involving LDPM in the 
assessment of aortic microcirculation 
remain scarce. Herein, we present pre-
liminary LDPM data obtained intraop-
eratively from cardiac surgery patients 
at a single institution. In this pilot study, 
we aimed to establish a method of direct 
measurement microcirculation within 
the wall of the ascending aorta intra-
operatively using LDPM. To the best of 
our knowledge, no reports have been 
published on the use of LDPM measure-
ments in the ascending aorta, apart from 
a single press release authored by our 
team [7].

https://ejtcm.gumed.edu.pl/articles/205392
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in the study. The research protocol was approved by an inde-
pendent bioethics committee for scientific research. 

Surgical procedures were conducted by 1 of the 2 sur-
geons trained in the use of LDPM. Using laser Doppler tech-
nology, LDPM detects perfusion within within a tissue volume 
of approximately 1 mm³, penetrating up to 1 mm in depth. 
Perfusion values are reported in perfusion units (PU), which 
are not standardized and therefore allow for a relative com-
parison of measurements obtained with the same manufac-
turer’s equipment only. 

All measurements were taken using  the Probe 404-1 and 
Periflux 5000 base unit (PeriMed AB, Järfälla, Sweden). After 
exposure of the mediastinum and ascending aorta, the probe 
was sutured to the aortic wall using three single 5-0 stitch-
es (Figure 2). Baseline perfusion was recorded for 1 minute. 
A compression test was then performed by applying pressure 
to the probe, and changes in perfusion were visualized graph-
ically. Due to the need to maintain sterility in the surgical field, 
it was not possible to measure the amount of pressure ap-
plied during the probe compression test. However, the meas-
urements were performed by only 2 cardiac surgeons, who 
aimed to apply a consistent amount of pressure in each test. 
While the compression test remains subjective, our goal was 
to minimize the variability resulting from differences between 
operators as much as possible. This test aimed to determine 
whether compression reduced the blood flow through the 
vasa vasorum, supporting the hypothesis that increased wall 
stress (e.g. in hypertension) may impair aortic wall perfusion, 
contributing to aneurysm formation [8].

    Results

The mean LDPM value in the study cohort was 281.58 
PU, with a median of 215.5 PU. In male patients, the mean 
was 339.94 PU (standard deviation (SD) 241.2), and the me-
dian 252.0 PU, whereas in female patients the mean was  
139.86 PU (SD 53.0), and median 149 PU (Figure 3). In males, 
LDPM negatively correlated with age (Spearman’s r = –0.593, 
p = 0.0121) (Figure 4); a moderate but non-significant correla-
tion was noted in females (Spearman’s r = 0.429, p = 0.3374). 
A moderate but non-significant correlation between BMI  
and LDPM was found in males (Spearman’s r = –0.303,  
p = 0.2366), with no significant correlation in females. 

In the group with an enlarged ascending aorta, the mean 
LDPM value was 312.17 PU (SD 213.71 PU), with a median of 
238.5 PU. In the group without aortic enlargement, the mean 
LDPM was 271.39 PU (SD 231.41 PU), and the median was 
185.5 PU. No statistically significant difference was observed 
between the groups with and without ascending aortic en-
largement (Mann-Whitney U test, p = 0.505). No significant 

Figure 2. LDPM probe sutured to the ascending aorta Figure 4. The relationship between LDMP and age in men

Figure 3. LDPM in the male and female populations
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correlations were observed between LDPM values and smok-
ing (Pearson’s r = 0.199), diabetes mellitus (r = –0.09), or 
hypertension (r = –0.036). Interestingly, 54% of patients ex-
hibited a paradoxical increase in PU during the compression 
test; the remaining patients showed the expected decrease 
in perfusion.

Discussion 

Our microcirculatory assessment of the ascending aor-
ta is an early but promising step toward understanding the 
pathophysiology of aneurysm formation. Cystic medial de-
generation, a primary cause of ascending aortic aneurysms, 
is often associated with hypertension-induced vascular re- 
modeling [9]. Hypertensive arteriopathy may extend to the 
aortic vasa vasorum, impairing their function. Similarly, poorly 
controlled diabetes is known to damage microvasculature in 
organs such as the retina and kidneys, raising the possibility 
that similar damage occurs in the aortic wall [10]. This pilot 
study suggests several promising directions for further explo-
ration, including correlating intraoperative LDPM data with 
the histopathological analysis of aortic adventitia.

One of our aims was to evaluate the impact of hyper-
tension and diabetes on ascending aortic microcirculation. 
However, our small sample size (n = 24) limited the statistical 
power and may explain the absence of statistically significant 
correlations. Depending on the assumed parameters, the 
sample size required to achieve adequate statistical power 
ranges from 75 to 128 participants. We anticipate that a study 
with 100 participants, combined with improved data collec-
tion, would enable the detection of statistically significant cor-
relations and the drawing of meaningful conclusions.

Another limitation of LDPM is the laser’s penetration 
depth, which reaches a maximum of approximately 1 mm into 
the wall of the ascending aorta. As a result, individual differ-
ences in the thickness of the aortic wall layers, and the associ-
ated variability in tissue vascular density, may lead to discrep-
ancies in measurements between patients. This represents an 
additional limitation of the LDPM, highlighting the need for 
further analysis and the development of standardized tech-
niques for measurements. Another unresolved issue involves 

the heterogeneous response to the compression test, sug-
gesting the need for further validation of this method.

Additionally, the use of a single perfusion probe signifi-
cantly limited our measurement throughput, as each probe 
required prolonged sterilization between surgical procedures. 
In our study the aortic diameter was determined via echo-
cardiography, a modality subject to operator variability [11]. 
Whereas computed tomography angiography would provide 
more precise measurements and may be advisable in future 
studies.

    Conclusions

This pilot study demonstrates the feasibility of directly 
measuring microcirculation in the ascending aortic wall intra-
operatively using LDPM. The observed negative correlation 
with age may reflect the age-related decline in aortic micro-
vascular function. No statistically significant correlations were 
found between LDPM and aortic dilation, diabetes, hyperten-
sion, smoking, or BMI. Further investigations in larger cohorts 
with an extended parameter analysis are warranted to vali-
date these preliminary findings.

    Funding

The project was funded by the state budget, granted by 
the Ministry of Science and Higher Education as part of the 
program “Student Research Groups Create Innovations.”

    Conflict of interest statement

The authors declare no financial relationships with any 
commercial entity that could have influenced the outcomes 
or interpretations presented in this manuscript, and report no 
conflicts of interest.

  References

1.  Piotrowski J, Anisimowicz L, Hellmann M. Laser Doppler flowmetry to assess myocardial microcirculation. Cardiol J [Internet]. 
2020;27(2):197–9. Available from: https://journals.viamedica.pl/cardiology_journal/article/view/66850

2.  Hellmann M, Piotrowski J, Anisimowicz L, Cracowski J-L. A mystery of the myocardial microcirculation during coronary artery 
bypass grafting. Eur J Cardio-Thoracic Surg [Internet]. 2018;54(2):405–405. Available from: https://academic.oup.com/ejcts/
article/54/2/405/4917834

https://journals.viamedica.pl/cardiology_journal/article/view/66850
https://academic.oup.com/ejcts/article/54/2/405/4917834
https://academic.oup.com/ejcts/article/54/2/405/4917834


9Preliminary assessment of microcirculation... 

3.  Wårdell K, Blomstedt P, Richter J, Antonsson J, Eriksson O, Zsigmond P, et al. Intracerebral Microvascular Measurements 
during Deep Brain Stimulation Implantation using Laser Doppler Perfusion Monitoring. Stereotact Funct Neurosurg  
[Internet]. 2007;85(6):279–86. Available from: https://karger.com/article/doi/10.1159/000107360

4.  Rizzoni D, Nardin M, Coschignano MA, Rossini C, De Ciuceis C, Caletti S, et al. Methods of evaluation of microvascular structu-
re: state of the art. Eur J Transl Clin Med [Internet]. 2018;1(1):7–17. Available from: https://ejtcm.gumed.edu.pl/articles/10

5.  Kruger A, Stewart J, Sahityani R, O’Riordan E, Thompson C, Adler S, et al. Laser Doppler flowmetry detection of endothe-
lial dysfunction in end-stage renal disease patients: Correlation with cardiovascular risk. Kidney Int [Internet]. 2006;70(1): 
157–64. Available from: https://linkinghub.elsevier.com/retrieve/pii/S0085253815517523

6.  Sundheim LK, Sporastøyl AH, Wester T, Salerud G, Kvernebo K. Acute skin trauma induces hyperemia, but superficial papillary 
nutritive perfusion remains unchanged. Microcirculation [Internet]. 2017;24(7). Available from: https://onlinelibrary.wiley.
com/doi/10.1111/micc.12389

7.  Łoś A, Walczak I, Bieńkowski M, Kutryb-Zając B, Hellmann M. New insight into the aortic microcirculation in coronary disease: 
Intraoperative laser Doppler flow measurement and vasa vasorum imaging. Polish Hear J [Internet]. 2024;82(10):1008–9. 
Available from: https://journals.viamedica.pl/polish_heart_journal/article/view/101739

8.  Chumachenko P V, Ivanova AG, Bagheri Ekta M, Omelchenko A V, Sukhorukov VN, Markin AM, et al. Condition ‘Vasa Vasorum’ 
in Patients with Thoracic Aortic Aneurysm. J Clin Med [Internet]. 2023;12(10). Available from: http://www.ncbi.nlm.nih.gov/
pubmed/37240684

9.  Srivastava P, Gupta M, Mandal A. Cystic Medial Degeneration Leading to Aortic Aneurysm and Aortic Regurgitation. Hear 
India [Internet]. 2014;2(4):107. Available from: https://journals.lww.com/10.4103/2321-449X.146617

10.  Alnaser RI, Alassaf FA, Abed MN. Melatonin as a potential treatment option in diabetes complications. Eur J Transl Clin Med 
[Internet]. 2024;7(2):78–91. Available from: https://ejtcm.gumed.edu.pl/articles/192108

11.  Beetz NL, Trippel TD, Philipp K, Maier C, Walter-Rittel T, Shnayien S, et al. Discrepancy of echocardiography and compu-
ted tomography in initial assessment and 2-year follow-up for monitoring Marfan syndrome and related disorders. Sci Rep  
[Internet]. 2022;12(1):15333. Available from: https://www.nature.com/articles/s41598-022-19662-y

https://karger.com/article/doi/10.1159/000107360
https://ejtcm.gumed.edu.pl/articles/10
https://linkinghub.elsevier.com/retrieve/pii/S0085253815517523
https://onlinelibrary.wiley.com/doi/10.1111/micc.12389
https://onlinelibrary.wiley.com/doi/10.1111/micc.12389
https://journals.viamedica.pl/polish_heart_journal/article/view/101739
http://www.ncbi.nlm.nih.gov/pubmed/37240684
http://www.ncbi.nlm.nih.gov/pubmed/37240684
https://journals.lww.com/10.4103/2321-449X.146617
https://ejtcm.gumed.edu.pl/articles/192108
https://www.nature.com/articles/s41598-022-19662-y


00 Eur J Transl Clin Med 2025;8(1):00-00 RESEARCH ARTICLE
EUROPEAN JOURNAL OF TRANSLATIONAL 
AND CLINICAL MEDICINE 2025;8(1):10-18

Corresponding author:
Marta Nowakowska-Kotas, Department of Neurology, Wrocław Medical University, Poland
e-mail: marta.nowakowska-kotas@umw.edu.pl
Available online: ejtcm.gumed.edu.pl
Copyright ® Medical University of Gdańsk

NO APC OA

Breath-holding index – a new approach 
to an old method

Marta Nowakowska-Kotas¹ , Weronika Lisiak² , 

Emilia Wiśniewska³ , Sławomir Budrewicz¹ , Piotr Wiśniewski²

1 Department of Neurology, Wrocław Medical University, Poland
2 Faculty of Mathematics and Computer Science, Nicolaus Copernicus University in Toruń, Poland
3 Faculty of Computer Science, University of Wrocław, Poland

Abstract
 
Background: Despite technical challenges and uncertainties, transcranial Doppler (TCD) ultrasonography remains 
a promising tool due to its non-invasive nature, safety, and cost-effectiveness. In this study we aimed to develop 
an advanced automatic calculation method for the breath-holding index (BHI) to enhance the reliability of cere-
brovascular reactivity (CVR) measurements. Material and methods: This study involved the automatic calculation 
of BHI during the breath-holding maneuver, targeting a reduction in variability and an increase in the accuracy of 
CVR assessment. Results: The BHI_to_max method was identified as the most effective, which revealed the least 
variability. This method calculates the steepest slope of blood flow velocity change during CO2-induced vasodilation. 
By focusing on a minimized time interval and adjusting for potential shifts in the start and end points, this approach 
captures the most dynamic phase of the cerebrovascular response to CO2. Conclusions: We propose an automatic 
calculation method, which accounts for individual differences in CO2 sensitivity and CVR. It offers a potentially more 
precise and personalized assessment of CVR, leading to a more reproducible and individualized measurement.
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Introduction

The human brain requires stable perfusion of its 
tissues, which is maintained by regulating cerebral 
blood flow (CBF). Control of the CBF relies on mech-
anisms such as the myogenic response and changes 
in vessel diameter in response to vasoactive stimuli, 
collectively known as cerebrovascular reactivity (CVR). 
Measurement of CVR can provide information about 
the vessels’ condition and the brain’s ability to main-
tain required perfusion parameters [1-3]. Routinely 
employed tests of CVR are based on the change of the 
blood’s carbon dioxide (CO2) concentration. Hypocap-
nia, induced by hyperventilation during deep breathing 
tests, results in decreased mean velocities (Vmean) in 
the arteries of the brain, while increased CO2 concen-
trations lead to maximal flow, as demonstrated by sev-
eral tests: breath-holding index (BHI), acetazolamide 
infusion, carbogen inhalation, or closed-circuit breath-
ing [4-7]. It is assumed that in all those tests change in 
blood flow velocity (BFV) change reflects the changes 
in CBF. During the breath-holding test, CO2 concentra-
tion in the blood is transiently increased, resulting in 
a decrease of the resistance of cortical arterioles and 
increased velocity in main arteries of the brain. Those 
secondary alternations to a vasodilatory stimulus can 
be monitored in the middle cerebral artery (MCA) by 
transcranial Doppler (TCD) ultrasonography [8].

However, several technical problems arise during 
the breath-holding test, causing the variability of the 
BHI [8]. Among them, the conflicting correlations be-
tween BHI and inspired CO2 (ranging from weak to 
moderate), the role of patient’s body position and 
the influence of blood pressure are listed [9-14]. 
The sex and age differences, obesity, anxiety or diffi-
culties with proper breath-holding, which were rea-
sons for exclusion of some patients are discussed in 
the literature [12, 15-18]. The repeatability of the 
BHI test is also concerning, since standard deviation 
can vary from subject to subject from 0.15 up to 
0.61 or the intraclass correlation coefficient for two 
consecutive measurements in one subject reaching 
0.91 for CVR examinations in other study [16, 19].

The above-mentioned technical problems led to 
the search for a method of processing the data ac-
quired via TCD acquired data in a way that would have 
the highest repeatability from one examination to the 
next, so as to reflect the CVR as accurately as possible. 
One example is the Breath-hold acceleration index, 
which is based on the linear regression of the most lin-
ear portion of the flow velocity change [20]. Different 
approaches would involve the automatic search for 

such time-related combination of parameters so the 
least variances of the results would be observed.

In this study we aimed to improve the accuracy of 
the BHI test by identifying the most dependable auto-
matic technique for analyzing changes in CBF veloci-
ties during the breath-holding procedure.

Material and methods

A cohort of 8 healthy white individuals (4 males and 
4 females) 20-56 years of age and devoid of chronic 
illness (e.g. diabetes, cardiovascular or cerebrovascu-
lar diseases), underwent assessment in a seated pos-
ture. Exclusion criteria were: < 18 years of age, nicotine 
consumption 24 hours before before the examination, 
medication use (including headache-alleviating medi-
cations) within 24 hours, consumption of fluids (apart 
from water) within 2 hours, and inadequate insona-
tion of the MCA through the temporal window. This 
study was approved by the Bioethics Committee at 
the Wroclaw Medical University and informed consent 
was taken from each participant.

TCD

Participants underwent continuous, noninvasive 
monitoring of the BFV in both of the MCAs successive-
ly with the use of Nicolet™ Sonara/tek™ Transcranial 
Doppler System (Natus Medical Inc., San Carlos, CA, 
USA) with a fixed 2 MHz probe. The mean flow velocity 
(MFV) at certain time points of the test was consid-
ered. A baseline measurement of the MFV in the MCA 
was taken while the participant breathed normally 
for 4 minutes. Participants were explicitly directed not 
to start their breath-holding with a Valsalva maneu-
ver. Instead, they were asked to simply cease breath-
ing after inhaleing and then hold their breath for up 
to 30 seconds or until they felt the need to breathe 
inhale again. A total of 35 recordings were collected, 
which were used for further calculations of BHI in 
150 variants for each recording.

Data processing

BFV data were recorded and then exported for fur-
ther analysis in Excel (Microsoft, Redmond, WA, USA). 
A customized program was written in the Python lan-
guage (Python Software Fundation, Wilmington, Del-
aware, USA) to help with processing of the obtained 
velocity data at a sampling rate of 0.625 samples per 
second (1.6 Hz). During the experiment the beginning 
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and the end of the breath-hold maneuver 
were marked in the data set, so the data 
for further calculations were acquired si-
multaneously with the data used for the 
traditional BHI calculations.

Data analysis

The alternative methods of calculating 
BHI were implemented in the program and 
compared to the original method ‘stand-
ard_BHI_value’, which is the standard 
method for calculating the average per-
centage increase in arterial BFV compared 
to its original value. The initial value was 
determined manually by the diagnostician 
as the moment the test began. The value 
of the standard approach was determined 
by the following formula:

A cohort of 8 healthy white individuals (4 males and 4 females) 20-56 years of age and devoid of 

cardiovascular, cerebrovascular, diabetic, or other persistent pathologies, underwent assessment in a seated 

posture. Exclusion criteria included: <18 years of age, nicotine consumption, 24-hour timeframe before the 

examination, utilization of any medications including headache-alleviating medications within the preceding 

24 hours, consumption of fluids (apart from water) within the preceding 2-hour interval, and inadequate 

insonation of the middle cerebral artery through the temporal window. This study was approved by the 

Bioethics Committee at the Wroclaw Medical University and informed consent was taken from each 

participant.  
 TCD 

Participants underwent continuous, noninvasive monitoring of the BFV in both of the MCAs successively 

with the use of Nicolet™ Sonara/tek™ Transcranial Doppler System (Natus Medical Inc., San Carlos, CA, 

USA) with fixed 2 MHz probe. The mean flow velocity (MFV) at certain time points of the test was 

considered. A baseline measurement of the MFV in the MCAwas taken while the subjec participant breathed 

normally for 4 

 minutes. Participants were explicitly directed not to start their breath-holding with a Valsalva maneuver. 

Instead, they were asked to simply cease breathing after inhaleing and then hold their breath for up to 30 

seconds or until they felt the need to breathe inhale again. A total of 35 recordings were collected, which 

were used for further calculations of BHI in 150 variants for each recording. 

Data processing 

BFV data were recorded and then exported for further analysis in Excel (Microsoft, Redmond, WA, 

USA). A customized program was written in the Python language (Python Software Fundation, Wilmington, 

Delaware, United States) to help with processing of the obtained velocity data at a sampling rate of 0.625 

samples per second (1,6 Hz). During the experiment the beginning and the end of the breath-hold maneuver 

were marked in the data set, so the data for further calculations were acquired simultaneously with the data 

used for the traditional BHI calculations. 
 

Data analysis 

The alternative methods of calculating BHI were implemented in the program and compared to the 

original method ‘standard_BHI_value’, which is the standard method for calculating the average percentage 

increase in arterial BFV compared to its original value. The initial value was determined manually by the 

diagnostician as the moment the test began. The value of the standard approach was determined by the 

following formula: 

BHI = 
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, where: 

 

Vm, max – mean flow velocity at the end of the breath hold  

Vm, b – mean flow velocity at the baseline 

Δt– the duration of examination. 

, where:

• Vm, max – mean flow velocity at the end of the 
breath hold 

• Vm, b – mean flow velocity at the baseline
• Δt – the duration of examination.

The calculations of the alternative methods were as 
follows:
• ‘max_BHI_value’
 This approach analyzes the graph of BFV over time. 

The test start time can be adjusted slightly by the 
diagnostician and the time interval with the steep-
est slope is selected.

• ‘BHI_to_max’
 The ‘BHI_at_maximal_mean_val’ is an inverse 

method to determine the maximum gradient of the 
graph’s slope. It first finds the highest mean BFV 
within the allowed time window, then pairs it with 
the lowest value in the permitted range. The inter-
val with the steepest slope is chosen.

• ‘BHI_from_min’ 
 The ‘maximal_BHI_from_minimal_mean_val’ meth-

od selects the steepest slope starting from the low-
est initial BFV within the allowed time range and 
ending at the test’s specified endpoint. 
For each method, the pre-set parameters were de-

fined, including the minimum duration of the analyzed 
test, how many seconds ahead of the start (in case the 
participant reacted earlier than the voice command), 

and how many seconds after the standard beginning 
and end of the test the algorithm should search for the 
highest BHI (Figure 1). The sets of these results were 
subsequently collected for each patient and averaged. 
Later, the variance was used as a measure of the fit of 
the results. The variance was normalized according to 
the average results of a given patient as in the formula 
below:

The calculations of the alternative methods were as follows:   

● ‘max_BHI_value’ 

This approach analyzes the graph of BFV over time. The test start time can be adjusted slightly by 

the diagnostician and the time interval with the steepest slope is selected. 

 

● ‘BHI_to_max’ 

The ‘BHI_at_maximal_mean_val’ is an inverse method to determine the maximum gradient of the 

graph’s slope. It first finds the highest mean BFV within the allowed time window, then pairs it with 

the lowest value in the permitted range. The interval with the steepest slope is chosen. 
● ‘BHI_from_min’  

The ‘maximal_BHI_from_minimal_mean_val’ method selects the steepest slope starting from the 

lowest initial BFV within the allowed time range and ending at the test’s specified endpoint.  

 

Figure 1. Representative raw traces of the mean flow velocity (MFV) during the resting state and 

during the breath-holding test. The red line marks the start and end of the procedure). The 

visualization in different colors of proposed alternative methods of calculating BHI (detailed 

description in the text). Input – raw data. The smooth dashed line represents cubic interpolation. 
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− 1, where: 

● valk is the value of the measurement from each method relative to the patient’s measurements, for k 

being the key, represented as a list [‘standard_BHI’, ‘max_BHI’, ‘BHI_to_max’, ‘BHI_from_min’] 

●   

 

The normalized variances within a patient for each analysed set of four relevant parameters are 

presented in the set of 4 relevant parameters: (minimum_time, advance, delay, extension), where:  

• minimum_time – the earliest possible start of the exmination, determined by the diagnostician,  

● advance – the time before minimum_time when the program can start calculations,  

● delay – the time between the actual end of the examination and its recorded endpoint,  

● extension – the maximum time after the examination’s end within which calculations can expand 

(Figure 2-5).  
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within a patient for each analysed set of 4 relevant 
parameters (minimum_time, advance, delay, ex-
tension), where:  
– minimum_time – the earliest possible start of 

the exmination, determined by the diagnosti-
cian, 

– advance – the time before minimum_time when 
the program can start calculations, 

• delay – the time between the actual end of the ex-
amination and its recorded endpoint, 

Figure 1. Representative raw traces of the mean flow velocity (MFV) during 
the resting state and during the breath-holding test 
The red line marks the start and end of the procedure). The visualization in 
different colors of proposed alternative methods of calculating BHI (detailed 
description in the text). Input – raw data. The smooth dashed line represents 
cubic interpolation.
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• extension – the maximum time after the exami-
nation’s end within which calculations can expand 
(Figure 2-5). 
The five sets with the lowest normalized variance 

and lowest squared normalized variance are presented 
in graphs (Table 1).

Figure 2. Normalized variance for each individual participant within specific 
methods (max_BHI, BHI_to_max, BHI_from_min, standard_BHI) against the 
parameters 
The color of the graph corresponds to the methods described in the text.

Figure 3. Normalized variance for each individual participant within specific 
methods (max_BHI, BHI_to_max, BHI_from_min) against the parameters 
The color of the graph corresponds to the methods described in the text. 

Figure 4. Squared normalized variance due to an individual participant together 
with specific methods (max_BHI, BHI_to_max, BHI_from_min, standard_BHI) 
and used parameters

Figure 5. Squared normalized variance due to an individual participant together 
with specific methods (max_BHI, BHI_to_max, BHI_from_min) and used 
parameters
The ‘standard_BHI’ method was not included.

Statistical analysis

The normality assumption of the data collected, 
resulting from their previous normalization, was con-
firmed using the Shapiro-Wilk statistical test. Lev-
ene’s test and Cohen’s Kappa were used to assess 
whether differences in variances across groups were 
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Levene’s test revealed a statistically significant dif-
ference between the variances, demonstrating that 
each of the alternative methods is more effective for 
calculating BHI than the standard method for each of 
the five best-performing sets of parameters and meth-
ods (Table 3). This also confirmed the conclusions 
based on the results of Table 1: the lower the p-val-
ue of Levene’s test, the better the alternative method 
performs in calculating the BHI. Subsequently, Cohen’s 
coefficients were calculated between the standard 
method and the alternative methods, which show the 
poor fit of each alternative method for calculating BHI 
relative to the standard method (Table 3).

Discussion

In this study, we introduced 3 innovative ap -
proaches to data analysis, improving the standard 
method of measuring the BHI index using 
a breath-hold manoeuvre. These methods have 
demonstrated statistically significant smaller partic-
ipant-specific normalized variance values compared 
to the standard BHI (Table 1). The most robust mod-
el, BHI_to_max, focuses on identifying the greatest 

statistically significant and to measure the consistency 
between two diagnostic methods. For all the statistical 
tests the level of significance was set to be α = 0.05 
and compared to the p-values for each test. 

Results

The best-performing sets of parameters for deter-
mining BHI were: Minimum_time = 20, Advance = 2, 
Delay = 15, Extension = 20, and Minimum_time = 20, 
Advance = 3, Delay = 15, Extension = 20. Values for 
each BHI calculation method for those parameters 
are shown in Figure 6 and Figure 7.The results of the 
normalized variances for the standard_BHI were iden-
tical for each set of parameters, therefore in the rest 
of this article the term ‘standard_BHI’ refers to the 
standard method for the following parameters: Min-
imum_time = 20, Advance = 2, Delay = 15 and Exten-
sion = 20. Despite normalization of data, the SD of the 
standard_BHI remained extremely high, which can be 
seen in performance overview of all analyzed methods 
showing mean and standard deviations (SD) (Table 2).

Table 1. Five sets of parameters and the names of their methods for which the normalized variance is the smallest

No. Method
Normalized 

variance 
value

Squared 
normalized 

variance value

Minimum_time 
[s]

Advance 
[s]

Delay 
[s]

Extension 
[s]

1 ‘BHI_to_max’ 0.1126 0.0209 20 2 15 20

2 ‘BHI_to_max’ 0.1128 0.0210 20 3 15 20

3 ‘max_BHI’ 0.1163 0.0213 20 2 15 20

4 ‘max_BHI’ 0.1163 0.0213 20 2 15 25

5 ‘max_BHI’ 0.1163 0.0213 20 2 15 30

Table 2. Methods of calculating BHI together with their mean values and standard deviations

No. Method Mean Standard deviation

1 ‘standard’ 1.0 0.5717

2 ‘BHI_to_max’ 1.0 0.1463

3 ‘BHI_to_max’ 1.0 0.1468

4 ‘max_BHI’ 1.0 0.1480

5 ‘max_BHI’ 1.0 0.1480

6 ‘max_BHI’ 1.0 0.1480

Eur J Transl Clin Med 2025;8(1):10-18
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slope angle for the calculations, with parameters pre-
sets: minimum_time = 20, Advance = 2, Delay = 15 
and Extension = 20. This model is calculated based on 
a minimal time interval of 20 sec (out of 30 s stand-
ard ones), while also considering the possible shift of 
the starting point in time of 2 sec, delay of the ending 
point of maximum 15 sec and the maximum extension 
of the exam up to 20 seconds counting from the end 
of the breath-holding test.

The method we present, which essentially cap-
tures the steepest slope, can reveal the most dynamic 
phase of the cerebrovascular response to CO2, offering 

a more precise and individualized assessment of CVR. 
This is a significant advancement, considering the in-
dividual variability in the threshold for CO2-induced 
changes in CBF [19]. By identifying the steepest por-
tion of the response curve with this method, we may 
provide a more measure of reproducible measure of 
CVR, similar to the approach of Alwatban et al., but 
with the added benefit of automatic optimization of 
starting or ending points [20]. This approach aligns 
with the observed variability among individuals and 
potentially offers a more refined tool for assessing CVR 
in each individual.

Figure 6. Boxplot of Breath holding index (BHI) calculated with 
different methods for the following parameters:  
Minimum_time = 20, Advance = 2, Delay = 15, Extension = 20 
Standard – standard method, max_BHI – calculated according 
to the maximal BHI value approach, BHI_to_max calculated 
according to the ‘BHI_at_maximal_mean_val’ method and BHI_
from_min calculated according to maximal_BHI_from_minimal_
mean_val’ approach. Dots – outlier values

Figure 7. Boxplot of Breath holding index (BHI) calculated with 
different methods for the following parameters:  
Minimum_time = 20, Advance = 3, Delay = 15, Extension = 20
Standard – standard method, max_BHI – calculated according 
to the maximal BHI value approach, BHI_to_max calculated 
according to the ‘BHI_at_maximal_mean_val’ method and BHI_
from_min calculated according to maximal_BHI_from_minimal_
mean_val’ approach. Dots – outlier values

Table 3. Comparison of five sets of parameters with lowest variance in comparison to standard method of BHI calculation using 
Levene’s test and values of Cohen’s kappa coefficient

No. Method Levene’s test 
statistics P-value Cohen’s kappa

1. BHI_to_max (1st variant) 36.4210 8.0584E-08 0.20136

2. BHI_to_max (2nd variant) 36.3364 8.2868E-08 0.20140

3. max_BHI (1st variant) 35.7424 1.0092E-07 0.20150

4. max_BHI (2nd variant) 35.7424 1.0092E-07 0.20150

5. max_BHI (3rd variant) 35.7424 1.0092E-07 0.20150
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The model tested the effect of prolongation of trial 
duration (using the parameter Extension) and found 
that reproducibility of the acquired parameters was 
negatively affected with prolongation of the minimum 
analyzed time period above 20 seconds – all mod-
els had a higher variance between individual trials 
performed by the same proband. However, this can 
be linked to the set initially test length being 30 s.  
On the other hand, the reduction in the required 
time, allowed the measurement to be optimized in 
those participants who, even perhaps unintentionally, 
shortened or lengthened the test period in a way that 
was unnoticeable to the investigator. Reducing the re-
quired time should not affect the biological value of 
the test, since it is postulated that the breath-hold 
length is not strongly correlated with changes in par-
tial pressure of CO2 [21-22].

There is a lack of agreement on the protocols 
and methods for analyzing CVR. Some studies meas-
ured the peak MFV immediately, but not precisely 
describing how long, after the end of the period of 
breath-holding, while others assessed the peak during 
the breath-hold itself [8, 20-21]. Our approach circum-
vents these uncertainties by automatically considering 
a number of potential velocities in some extent from 
the above-mentioned points (switching the onset 
and/or ending of the test using such parameters as 
“Advance” and “Delay”), so as to select them in the 
most favorable way for the proband. 

The introduction of the relatively simple but sta-
ble method, with would also be easy for the poten-
tial patient to tolerate is the main advantage of the 
presented automation of the calculation of the signal 
obtained during breath holding test. The automatic 
accurate identification of the steepest slope and ad-
justment for shifts simplifies the procedure, facilitat-
ing its adoption in clinical settings.

This study, while innovative in its approach to meas-
uring CVR using an automatic calculation of the BHI, 
also has several limitations. The small sample size and 
design based on specific criteria and adjustments for 
starting and ending point shifts in just 8 participants 
are the most critical limitations. However, it should be 
emphasized that despite the small number of samples, 
it was possible to demonstrate lower variability in the 
results with repeated sampling than with the stand-
ardized approach to the BHI index. The participants 
were within a narrow age range and of the same eth-
nicity, the parameters may not be universally applica-
ble across different populations, making it challenging 

to generalize the findings without extensive validation 
in diverse cohorts. Despite the automation of calcula-
tions, the accuracy of the method still relies on the pa-
tient’s ability to perform the breath-holding maneuver 
consistently. However, shortening the analysed time 
seems to have strongly stabilized the repeatability of 
the sample, as it was shown as the significant lowering 
of the variability in results in comparison to standard 
BHI measure. We used an analogue capnograph to 
monitor the correctness of the test execution, how-
ever numerical data were not collected, accounting 
for the limitation. In this study we propose a new ap-
proach but it lacks comprehensive comparison and 
validation against existing CVR measurement tech-
niques other than BHI. By focusing on optimizing the 
calculation method for the most dynamic phase of the 
cerebrovascular response, there is a risk of overfitting 
the model to specific patterns of response. This could 
lead to less robust performance when the method is 
applied to individuals with atypical cerebrovascular re-
sponses to CO2-induced vasodilation. Finally, our study 
was performed on healthy volunteers, therefore its 
clinical value is limited and further studies that include 
patients with cerebrovascular conditions are needed 
to validate this methodology.

Conclusions

The proposed method of data analysis represents 
a step forward in the non-invasive assessment of cere-
brovascular reactivity. It could improving the accuracy 
and reliability of CVR measurements. Additional re-
search is required to address the method’s limitations, 
validate its effectiveness across a broader range of pa-
tient populations with various cerebrovascular condi-
tions and facilitate its integration into routine clinical 
practice.

Conflicts of interest

None.

Funding

Wroclaw Medical University (SUBZ.C220.24.053.2025) 
and the HeartBit 4.0 project.



17Breath-holding index – a new approach to an old method

References

1.  Al-Khazraji BK, Shoemaker LN, Gati JS, Szekeres T, Shoemaker JK. Reactivity of larger intracranial arteries using 
7 T MRI in young adults. J Cereb Blood Flow Metab [Internet]. 2019;39(7):1204–14. Available from: https://
journals.sagepub.com/doi/10.1177/0271678X18762880

2.  Hoiland RL, Ainslie PN. CrossTalk proposal: The middle cerebral artery diameter does change during altera-
tions in arterial blood gases and blood pressure. J Physiol [Internet]. 2016;594(15):4073–5. Available from: 
https://physoc.onlinelibrary.wiley.com/doi/10.1113/JP271981

3.  Brothers RM, Zhang R. CrossTalk opposing view: The middle cerebral artery diameter does not change during 
alterations in arterial blood gases and blood pressure. J Physiol [Internet]. 2016;594(15):4077–9. Available 
from: http://www.ncbi.nlm.nih.gov/pubmed/27010011

4.  Terborg C, Gora F, Weiller C, Röther J. Reduced Vasomotor Reactivity in Cerebral Microangiopathy. Stroke 
[Internet]. 2000;31(4):924–9. Available from: https://doi.org/10.1161/01.STR.31.4.924

5.  Pretnar-Oblak J, Sabovic M, Zaletel M. Associations between Systemic and Cerebral Endothelial Impairment 
Determined by Cerebrovascular Reactivity to Arginine. Endothelium [Internet]. 2007;14(2):73–80. Available 
from: http://www.tandfonline.com/doi/full/10.1080/10623320701346692

6.  Karlsson WK, Sørensen CG, Kruuse C. l-arginine and l-NMMA for assessing cerebral endothelial dysfunction 
in ischaemic cerebrovascular disease: A systematic review. Clin Exp Pharmacol Physiol [Internet]. 2017;44(1): 
13–20. Available from: https://onlinelibrary.wiley.com/doi/10.1111/1440-1681.12679

7.  Regenhardt RW, Nolan NM, Das AS, Mahajan R, Monk AD, LaRose SL, et al. Transcranial Doppler cerebro-
vascular reactivity: Thresholds for clinical significance in cerebrovascular disease. J Neuroimaging [Internet]. 
2024;34(3):348–55. Available from: https://onlinelibrary.wiley.com/doi/10.1111/jon.13197

8.  Markus HS, Harrison MJ. Estimation of cerebrovascular reactivity using transcranial Doppler, including the 
use of breath-holding as the vasodilatory stimulus. Stroke [Internet]. 1992;23(5):668–73. Available from: 
https://www.ahajournals.org/doi/10.1161/01.STR.23.5.668

9.  Palazzo P, Maggio P, Passarelli F, Altavilla R, Altamura C, Pasqualetti P, et al. Lack of Correlation Between 
Cerebral Vasomotor Reactivity and Flow-Mediated Dilation in Subjects Without Vascular Disease. Ultra-
sound Med Biol [Internet]. 2013;39(1):10–5. Available from: https://linkinghub.elsevier.com/retrieve/pii/
S0301562912005236

10.  Haussen DC, Katsnelson M, Rodriguez A, Campo N, Campo-Bustillo I, Romano JG, et al. Moderate correlation 
between breath-holding and CO 2 inhalation/hyperventilation methods for transcranial doppler evaluation 
of cerebral vasoreactivity. J Clin Ultrasound [Internet]. 2012;40(9):554–8. Available from: https://onlineli-
brary.wiley.com/doi/10.1002/jcu.21944

11.  Tymko MM, Skow RJ, MacKay CM, Day TA. Steady-state tilt has no effect on cerebrovascular CO2 reactivity in 
anterior and posterior cerebral circulations. Exp Physiol. 2015;100(7):839–51. 

12.  Favre ME, Lim V, Falvo MJ, Serrador JM. Cerebrovascular reactivity and cerebral autoregulation are improved 
in the supine posture compared to upright in healthy men and women. PLoS One. 2020;15(3):1–20. 

13.  Webb AJS, Paolucci M, Mazzucco S, Li L, Rothwell PM. Confounding of Cerebral Blood Flow Velocity by Blood 
Pressure During Breath Holding or Hyperventilation in Transient Ischemic Attack or Stroke. Stroke [Internet]. 
2020;51(2):468–74. Available from: https://www.ahajournals.org/doi/10.1161/STROKEAHA.119.027829

14.  van Beek AH, Claassen JA, Rikkert MGO, Jansen RW. Cerebral Autoregulation: An Overview of Current Concepts 
and Methodology with Special Focus on the Elderly. J Cereb Blood Flow Metab [Internet]. 2008;28(6):1071–
85. Available from: https://journals.sagepub.com/doi/10.1038/jcbfm.2008.13

15.  Deegan BM, Sorond FA, Galica A, Lipsitz LA, O’Laighin G, Serrador JM. Elderly Women Regulate Brain Blood 
Flow Better Than Men Do. Stroke [Internet]. 2011;42(7):1988–93. Available from: https://www.ahajournals.
org/doi/10.1161/STROKEAHA.110.605618

16.  Kozera GM, Dubaniewicz M, Zdrojewski T, Madej-Dmochowska A, Mielczarek M, Wojczal J, et al. Cerebral 
Vasomotor Reactivity and Extent of White Matter Lesions in Middle-Aged Men With Arterial Hypertension: 
A Pilot Study. Am J Hypertens [Internet]. 2010;23(11):1198–203. Available from: https://academic.oup.com/
ajh/article-lookup/doi/10.1038/ajh.2010.152

https://journals.sagepub.com/doi/10.1177/0271678X18762880
https://journals.sagepub.com/doi/10.1177/0271678X18762880
https://physoc.onlinelibrary.wiley.com/doi/10.1113/JP271981
http://www.ncbi.nlm.nih.gov/pubmed/27010011
https://doi.org/10.1161/01.STR.31.4.924
http://www.tandfonline.com/doi/full/10.1080/10623320701346692
https://onlinelibrary.wiley.com/doi/10.1111/1440-1681.12679
https://onlinelibrary.wiley.com/doi/10.1111/jon.13197
https://www.ahajournals.org/doi/10.1161/01.STR.23.5.668
https://linkinghub.elsevier.com/retrieve/pii/S0301562912005236
https://linkinghub.elsevier.com/retrieve/pii/S0301562912005236
https://onlinelibrary.wiley.com/doi/10.1002/jcu.21944
https://onlinelibrary.wiley.com/doi/10.1002/jcu.21944
https://www.ahajournals.org/doi/10.1161/STROKEAHA.119.027829
https://journals.sagepub.com/doi/10.1038/jcbfm.2008.13
https://www.ahajournals.org/doi/10.1161/STROKEAHA.110.605618
https://www.ahajournals.org/doi/10.1161/STROKEAHA.110.605618
https://academic.oup.com/ajh/article-lookup/doi/10.1038/ajh.2010.152
https://academic.oup.com/ajh/article-lookup/doi/10.1038/ajh.2010.152


18 Eur J Transl Clin Med 2025;8(1):10-18

17.  Settakis G, Páll D, Molnár C, Bereczki D, Csiba L, Fülesdi B. Cerebrovascular reactivity in hypertensive and 
healthy adolescents: TCD with vasodilatory challenge. J Neuroimaging. 2003;13(2):106–12. Available from: 
https://doi.org/10.1111/j.1552-6569.2003.tb00166.x

18.  Jung K, Lee S, Lee T. A Breath-Holding Index Applied to the Internal Carotid Artery Siphon in Transcranial Dop-
pler Studies. J Neuroimaging [Internet]. 2020;30(6):862–6. Available from: https://onlinelibrary.wiley.com/
doi/10.1111/jon.12752

19.  Porter A, Burger M, Alwatban M, Hage B, Bashford GR. Analysis of Breath-Holding Index as an Assessment 
of Cerebrovascular Reactivity [Internet]. 2016. Available from: https://digitalcommons.unl.edu/ucarere-
search/89/

20.  Alwatban M, Truemper EJ, Al-rethaia A, Murman DL, Bashford GR. The Breath-Hold Acceleration Index: 
A New Method to Evaluate Cerebrovascular Reactivity using Transcranial Doppler. J Neuroimaging [Internet]. 
2018;28(4):429–35. Available from: https://onlinelibrary.wiley.com/doi/10.1111/jon.12508

21.  Settakis G, Lengyel A, Molnár C, Bereczki D, Csiba L, Fülesdi B. Transcranial Doppler study of the cere-
bral hemodynamic changes during breath-holding and hyperventilation tests. J Neuroimaging [Internet]. 
2002;12(3):252–8. Available from: http://www.ncbi.nlm.nih.gov/pubmed/12116744

https://doi.org/10.1111/j.1552-6569.2003.tb00166.x
https://onlinelibrary.wiley.com/doi/10.1111/jon.12752
https://onlinelibrary.wiley.com/doi/10.1111/jon.12752
https://digitalcommons.unl.edu/ucareresearch/89/
https://digitalcommons.unl.edu/ucareresearch/89/
https://onlinelibrary.wiley.com/doi/10.1111/jon.12508
http://www.ncbi.nlm.nih.gov/pubmed/12116744


Mahmoud Fadl Bakr1   , Mahmoud A. Elrehany2   , 

Othman A. Othman1

RESEARCH ARTICLE

Role of zinc and vitamin D in modulating 
diabetic nephropathy in experimental 
models

EUROPEAN JOURNAL OF TRANSLATIONAL 
AND CLINICAL MEDICINE 2025;8(1):19-31

Corresponding author:
Mahmoud Fadl Bakr, Biochemistry Division, Chemistry Department, Faculty of Science, Minia University, 61519, El-Minia, Egypt 
e-mail: mahmoud.fadl@mu.edu.eg
Available online: ejtcm.gumed.edu.pl
Copyright ® Medical University of Gdańsk
This is Open Access article distributed under the terms of the Creative Commons Attribution-ShareAlike 4.0 International.

NO APC OA

1 Biochemistry Division, Chemistry Department, Faculty of Science, Minia University, El-Minia, Egypt
2 Biochemistry Department, Faculty of Medicine, Minia University, El-Minia, Egypt

Abstract 

Background: Diabetes mellitus (DM) manifests itself in consistently high blood glucose concentrations as a result 
of insufficient insulin secretion, action, or both. This can result in long-term complications, including diabetic 
nephropathy (DN). The aim of this study was to examine the impact of a four-week administration of zinc sulfate 
(Zn) and vitamin D (Vit D) in controlling glycemia and preventing renal damage in an experimental model of DM. 
Material and methods: A total of 55 rats, each weighing between 100 and 150 grams, were grouped into  
11 groups: diabetic control rats, healthy control rats, and diabetic rats that had received Zn, Vit D and metformin 
as reference medication before and after alloxan injection. Results: DM induced by alloxan led to notable rises in 
blood urea nitrogen, creatinine and uric acid concentrations. Moreover, it caused damage to kidney tissues, with 
severe morphological damage in the renal tissues of diabetic rats. Elevated levels of kidney function markers and 
other biochemical parameters were decreased by administering zinc and Vit D, but Zn produced the greatest 
reduction. Additionally, histopathological examination of the excised kidneys revealed increased protection follo-
wing supplementation. Conclusions: The findings of this study suggest that Zn and Vit D are effective in managing 
DM and protecting against DN.
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Introduction

Diabetes mellitus (DM) is a complicated, multi-causal and 
chronic condition manifested by increased levels of blood 
sugar (hyperglycemia). It is characterized by a total or partial 
decrease of insulin synthesis or secretion by β-cells of the 
pancreas, in addition to its inability to produce normal physi-
ological effects [1].

By specifically inhibiting glucokinase, the β-cells’ sensor of 
glucose, insulin release induced by glucose is selectively inhib-
ited by alloxan. Additionally, alloxan causes reactive oxygen 
species (ROS) to generate, which leads selective necrosis of 
β-cells and the development of IDDM. The preferential cellu-
lar uptake and alloxan accumulation by β-cells is the common 
denominator between these two pathways. This is explained 
by the unique chemical properties of alloxan [2].

Hyperglycemia induces oxidative and nitrosative stress in 
various cell types, leading to the generation of reactive spe-
cies like superoxide, nitric oxide, and peroxynitrite. These ROS 
contribute to apoptotic cell death, which is associated with 
diabetes mellitus complications such as nephropathy, neurop-
athy, and cardiovascular disease. Key proteins involved in this 
process include caspases and BCL-2 family members [3].

Diabetic nephropathy (DN) is a microvascular compli-
cation of diabetes that ultimately results in end-stage renal 
disease [4]. Because DN is a common cause of chronic kidney 
disease (CKD), dialysis patients with DM have a greater death 
rate than patients without the disease [5]. Thus, effective an-
tioxidants might be effective in the treatment of disorders as-
sociated with DM [6].

DN is caused by the interplay of metabolic and hemod-
ynamic variables [7]. Increased intraglomerular and system-
ic pressure, as well as the activation of vasoactive hormone 
pathways, such as the renin-angiotensin system (RAS) and en-
dothelin, are hemodynamic factors that lead to the develop-
ment of DN [8-9]. In the diabetic kidney, glucose-dependent 
pathways are also triggered, leading to increased oxidative 
stress, the production of renal polyol [10], and the buildup 
of advanced glycation end products (AGEs) [11]. When these 
mechanisms work together, they eventually result in in-
creased extracellular matrix accumulation and renal albumin 
permeability, which leads to proteinuria, glomerulosclerosis, 
and tubulointerstitial fibrosis.

Zinc sulfate (Zn) is a necessary trace element that main-
tains many of the body’s cellular processes. Zn plays a vital 
role in facilitating the transport of glucose into cells, as well 
as in improving glucose storage, insulin crystallization and 
signaling, which is necessary for glucose metabolism. When 
Zn supplementation was administered to rats with DN, pro-
teinuria, fibrosis, and renal oxidative stress were all reduced, 
protecting kidney structure and function [12-15]. 

Vitamin D (Vit D) is one of the fat-soluble vitamins [16]. 
There is a long history of the use of various Vit D derivatives 
in the management of renal disorders and some research 
studies have indicated that Vit D compounds may reduce the 
death rate in CKD [17]. Furthermore, Vit D helps maintain low 
resting levels of free radicals and ROS, normalizes Ca2+ sign-
aling, reduces the expression of pro-inflammatory cytokines, 
and increases the production of anti-inflammatory cyto- 
kines [18].

Numerous studies have shown that oxidative stress (ex-
cess free radicals) contributes to the development of DM, 
reduces insulin function, and increases the risk of DM com-
plications, therefore antioxidants have already demonstrated 
promise in the management of T1D and T2D [19]. The aim of 
this study was to examine the impact of a 4-week administra-
tion of Zn and Vit D in controlling glucose levels and prevent-
ing renal damage. 

    Material and methods

Animals 

Adult male albino rats, weighing 100 to 150 g, were ob-
tained from the National Research Center in Giza (Egypt) 
and kept in the animal house of the Faculty of Pharmacy in 
Deraya University (El-Minia, Egypt). A 12-hour cycle of light 
and dark and constant environmental factors (humidity 50% 
± 10%, temperature 23 °C ± 3 °C) were provided. During the 
experiment, the rats were allowed free access to water and 
a standard chow diet, unless otherwise stated. For two weeks 
before the experimental procedures, the animals were kept in 
separate aerated cages to acclimate to the new environment 
and ensure they were disease-free.

Experimental design

The current study was performed in accordance with the 
international guidelines regarding animal experiments [20]. 
A total of 55 adult male albino rats were divided randomly 
into eleven groups (n = 5 for each) as follows: 
• Group 1: healthy controls receiving normal saline only. 
• Group 2: diabetic controls receiving a solution of alloxan 

monohydrate. 
• Group 3: healthy controls treated with Zn only. 
• Group 4: healthy controls treated with Vit D only.
• Group 5: healthy controls treated with metformin only. 
• Group 6: diabetic post-treated with Zn. 
• Group 7: diabetic post-treated with Vit D.
• Group 8: diabetic post-treated with metformin. 
• Group 9: diabetic pre-treated with Zn.
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• Group 10: diabetic pre-treated with Vit D. 
• Group 11: diabetic pre-treated with metformin. 

Chemicals and drugs 

Alloxan monohydrate, metformin (Glucophage 500 mg/
tablet), Zinc sulfate (Octozinc 110 mg/capsule) and vitamin D  
(Vi drop 2800 unit/ml) were obtained from Loba Chemie Pvt 
Ltd (India), Mina Pharm (Egypt), October Pharma S.A.E and 
Medical Union Pharmaceuticals (Egypt), respectively. The 
administered drugs were freshly prepared daily for 28 days 
except for alloxan, which was freshly prepared once before 
and after the experiment. Metformin (120 mg/kg BW), Zn  
(100 mg/kg BW) and Vit D solution (10 IU/kg BW) were ad-
ministered orally using an oral gavage feeding needle, where-
as the alloxan solution was injected intraperitoneally with an 
insulin syringe, while the rat was held securely to avoid harm-
ing it [21-23].

Induction of diabetes

Since alloxan is less stable when dissolved and its half-life 
is short (1.5 minutes at pH 7.4 and 37 °C), the rats (apart from 
the control groups) underwent overnight fasting and were 
given a single dose (150 mg/kg BW) of freshly prepared allox-
an immediately after dissolving in 0.9% saline solution [24]. 
Then, in order to overcome the alloxan-induced hypoglycemia 
(due to the large pancreatic insulin release following beta cell 
damage), the rats were given free access to a glucose solution 
(5%) for 24 hours [21, 25]. A glucometer (PreciChek Autocode, 
AC-302, Germany) and compatible test strips of blood glucose 
were used to measure the rats’ fasting glycemia after 3 days 
in order to confirm that DM had been successfully induced. 
Blood was collected from the tail vein. In this study, only rats 
with fasting blood glucose levels exceeding 250 mg/dl were 
selected as diabetics [26]. 

Blood sample collection and dissection 

Four weeks following treatment, the rats were decapi-
tated after fasting overnight. Their blood was then collected 
in sterile centrifuge tubes, allowed to coagulate for 30 min 
at room temperature, and then centrifuged at 4000 rpm for  
10 min (Z 200 A, Hermle LaborTechnik GmbH, Germany). The 
obtained serum (supernatant) was then stored at –80° C im-
mediately after separation for biochemical analysis. Finally, 
each rat’s abdomen was dissected, the right kidney was rap-
idly excised, weighed, and subsequently stored in formaline 
solution for histopathological examinations.

Biochemical analysis

• Glucose and Kidney function markers
Glucose, creatinine, blood urea nitrogen (BUN) and uric 

acid were assessed using colorimetric assay kits (purchased 
from Spectrum Diagnostics in Cairo, Egypt) by a semi-auto-
mated chemistry analyzer (SK3002B, Sinothinker Technology 
Co. Limited, Shenzen, China).
• Glucose

In the presence of glucose oxidase, glucose is measured 
following enzymatic oxidation. Under the catalytic action of 
peroxidase (PAP), the generated hydrogen peroxide combines 
with phenol and 4-aminoantipyrine to generate a red violet 
quinoneimine dye that serves as an indicator.
• Creatinine

Creatinine reacts with picric acid in alkaline solution to 
form a colored complex. 
• Blood urea nitrogen

Urea hydrolyzes in water to release carbon dioxide and 
ammonia. In an alkaline pH, free ammonia forms a colored 
complex that is proportionate to the specimen’s urea concen-
tration when an indicator is present.
• Uric Acid 

Uric acid is oxidized to allantoin by uricase with the pro-
duction of hydrogen peroxide. The peroxide reacts with 
4-amino-antipyrine and (DCHB) in the presence of peroxidase 
to yield a quinoneimine dye.

Apoptotic markers

β-cell lymphoma 2 (BCL-2) and caspase 3 (CASP-3) ELI-
SA kits were purchased from Elabscience, Texas, USA. These 
markers were determined using an ELISA System (ChroMate 
SF 4300 Microplate Reader, Awareness Technology, Palm City, 
FL, USA). Both ELISA kits use the Sandwich-ELISA method. The 
microplate is pre-coated with an antibody specific to BCL-2 or 
CASP-3, and samples or standards were added to the wells. 
A biotinylated detection antibody and Avidin-HRP conjugate 
were then added, followed by incubation. After washing away 
unbound components, a substrate solution was added, result-
ing in a color change in the wells containing BCL-2 or CASP-3. 
The optical density (OD) at 450 nm was measured, which is 
proportional to the BCL-2 or CASP-3 concentration.

Histopathological examination

The right kidney from each experimental rat was washed 
with 0.9% saline solution and instantly fixed in a solution of 
formalin (10%) prepared in saline for 3 days. Then the organ 
was washed, dehydrated in increasing ethanol grades from 
70% to absolute, cleared in xylene, impregnated and embed-
ded in paraffin wax. Serial sections (5 μm thick) were obtained 
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using a microtome and stained with hematoxylin and eosin 
(H&E) for histopathological examination using a light micro-
scope equipped with a digital camera (Olympus, Japan) [27].

Statistical Analysis

The Statistical Package for Social Sciences (SPSS) soft-
ware (version 26.0, IBM, Armonk, NY, United States) was 
used to perform the statistical analyses. The mean of the re-
sults ± standard deviation (SD) was presented. Differences of  
p < 0.05, p < 0.01 or p < 0.001 were accepted as significant, 
moderately significant or highly significant, respectively. Insig-
nificant is denoted by the symbol (#), significant by the sym- 
bol (*), moderately significant by the symbol (**), and highly 
significant by the symbol (***).

Results

Effects of zinc, vitamin D and metformin 
administration on blood glucose levels

The effects of the oral administration of Zn and Vit D on 
fasting blood glucose are presented in Table 1. The experi-
mentally induced DM caused a highly significant (p > 0.001) 
increase in the level of fasting glucose in the diabetic control 
group (2) compared to the control levels of healthy groups. 

However, post and pre-treatment with Zn and Vit D caused 
a highly significant (p > 0.001) reduction in the fasting glucose 
levels of the alloxan-diabetic rats of groups (6, 7, 9 and 10) 
compared with the diabetic control group (2), as shown in Fig-
ure 1A. However, the rats in the post-treated groups (6 and 9) 
showed a higher reduction of glycemia than the pre-treated 
groups (7 and 10). 

Effects of zinc, vitamin D and metformin 
administration on selected kidney function 
markers 

The experimental rats’ serum kidney function marker 
concentrations were measured and summarized in Table 1. 
In alloxan-diabetic rats of group (2), the concentrations of se-
rum creatinine, blood urea nitrogen (BUN) and uric acid un-
derwent a highly significant (p > 0.001) increase compared to 
the healthy control groups (Figure 1 B-D). On the other hand, 
post-treatment of the diabetic rats with Zn and Vit D caused 
a highly significant (p > 0.001) reduction in the concentrations 
of these markers in the serum of groups (6 and 7) compared to 
the mean values of the diabetic control group (2), except for 
uric acid levels in rats of group (7), which underwent a moder-
ately significant (p > 0.01) reduction. However, pre-treatment 
with Zn and Vit D resulted in a highly significant (p > 0.01) 
reduction in the BUN level of groups (9 and 10), a significant  
(p > 0.05) reduction in the creatinine and uric acid levels of 

Group
Pancreatic function Kidney function

Initial FBS 
(mg/dl)

Final FBS  
(mg/dl)

Creatinine  
(mg/dl) BUN (mg/dl) Uric Acid  

(mg/dl)

1 104.98 ± 2.45 106 ± 0.73 0.89 ± 0.07 10.98 ± 2.06 3.29 ± 0.24

2 267 ± 1.55 307*** ± 1.67 1.7*** ± 0.09 60.44*** ± 3.15 4.1*** ± 0.16

3 112.1 ± 2.45 110.02 ± 1.89 0.9 ± 0.11 11.1 ± 0.54 3.31 ± 0.11

4 106 ± 1.89 106 ± 1.76 0.85 ± 0.05 10.91 ± 1.77 3.3 ± 0.18

5 101.04 ± 2.19 95 ± 2.35 0.97 ± 0.04 11.49 ± 0.66 3.36 ± 0.23

6 258 ± 2.28 189*** ± 1.99 1.29*** ± 0.07 41.58*** ± 0.88 3.54*** ± 0.09

7 264 ± 1.30 215.03*** ± 2.10 1,46*** ± 0.03 49.4*** ± 2.10 3.61** ± 0.07

8 254 ± 1.40 115 ± 1.79 1.07 ± 0.09 16.8 ± 1.18 3.43 ± 0.12

9 109 ± 1.27 205*** ± 1.70 1.53* ± 0.08 46.01*** ± 1.14 3.68* ± 0.13

10 102 ± 1.41 237.01*** ± 1.30 1.57# ± 0.04 51.2*** ± 0.76 3.76# ± 0.07

11 106 ± 1.45 244 ± 2.00 1.62 ± 0.04 52.03 ± 1.58 3.8 ± 0.12

Table 1. Mean glycemia before & after the experiment and mean of selected kidney function markers concentrations in experimental 
rats after administration of alloxan and test drugs 

All values are expressed as mean ± standard deviation of 5 rats from each group.
BUN – blood urea nitrogen, FBS – fasting blood sugar
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group (9) and an insignificant (p > 0.05) reduction in the cre-
atinine and uric acid levels of group (10).

Effects of zinc, vitamin D and metformin 
administration on apoptotic markers

As shown in Table 2 & Figure 1E-F, the 2 apoptotic mark-
ers we investigated were affected by the alloxan injection. 
The diabetic control group (2) showed a highly significant  
(p < 0.001) increase in levels of CASP-3 and decrease in lev-
els of BCL-2 compared to the healthy control groups (1, 3, 4  
and 5). However, post and pre-treatment with Zn and Vit D 
insignificantly (p < 0.05) increased the levels of BCL-2, signif-
icantly (p < 0.05) decreased the levels of CASP-3 in groups  
(6, 9 and 10) and insignificantly (p > 0.05) decreased the  
CASP-3 levels in group (7). Thus, the administration of Zn and 
Vit D reversed the levels of apoptotic makers compared to the 
diabetic control group (2). 

Effects of zinc, vitamin D and metformin 
administration on renal tissues 

Our study also showed that alloxan-induced DM in the 
rats of group (2) caused damage to the renal structures while 
the healthy control groups (1, 3, 4 and 5) showed no signifi-
cant pathological changes. Histological sections of the kidney 

excised from the diabetic group (2) showed congested glo-
merular capillary tuft, congested blood vessels and interstitial 
haemorrhage with signs of renal tubular injury (Figure 2B).  
In contrast, sections of healthy groups’ kidneys (1, 3, 4 and 5) 
showed normal glomeruli and normal renal tubules (Figure 2A,  
Figure 2C-E). However, sections obtained from post and 
pre-treated diabetic rats of groups (6, 7, 9 and 10) with Zn 
and Vit D showed reduced glomeruli congestion and necrosis, 
normal tubules, dilated Bowman’s space, and some had signs 
of renal tubular injury (Figure 2F-G, 2I-K), compared to the di-
abetic control group (2).

    Discussion

DN is caused by renal tissue destruction resulting from 
toxic levels of elevated blood sugar. Patients with DM expe-
rience impaired kidney function due to hemodynamic altera-
tions in renal tissue caused by hyperglycemia and glycosylated 
proteins, linked to increased oxidative stress [28]. In our study, 
injection of alloxan in Group 2 induced hyperglycemia and 
significantly elevated serum glucose levels compared to the 
healthy control (Group 1), supporting previous findings that 
chronic hyperglycemia leads to pathological renal changes 
such as tubulointerstitial alterations and thickening of the tu-
bular basement membrane, which is further characterized by 

Figure 1. Illustrates effect of metformin, zinc and vitamin D administration either before alloxan injection (prophylactic) or after injection 
(therapeutic) on:
1A. the initial fasting blood sugar (3 days after alloxan injection) and final fasting blood sugar (28 days after test drugs administration) 
of alloxan-induced diabetic rats 
1B. creatinine levels of alloxan-induced diabetic rats 
1C. blood urea nitrogen (BUN) levels of alloxan-induced diabetic rats 
1D. uric acid levels of alloxan-induced diabetic rats 
1E. β-cell lymphoma 2 (BCL-2) levels of alloxan-induced diabetic rats
1F. caspase 3 levels of alloxan-induced diabetic rats
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Group

Apoptosis markers

BCL-2 (ng/ml) CASP-3 (ng/ml)

1 0.35 ± 0.06 0.29  ± 0.05

2 0.11*** ± 0.03 0.48*** ± 0.04

3 0.29 ± 0.06 0.33 ± 0.04

4 0.35 ± 0.06 0.3 ± 0.03

5 0.33 ± 0.03 0.28 ± 0.02

6 0.19# ± 0.03 0.38* ± 0.02

7 0.14# ± 0.05 0.43# ± 0.05

8 0.26 ± 0.04 0.36 ± 0.04

9 0.16# ± 0.02 0.39* ± 0.11

10 0.15# ± 0.03 0.39* ± 0.04

11 0.12 ± 0.02 0.43 ± 0.03

Table 2. Mean of some apoptotic markers concentrations in experimental rats after administration of alloxan and test drugs 

All values are expressed as mean ± standard deviation of 5 rats from each group.
BCL-2 – β-cell lymphoma 2, CASP-3 – caspase 3

the accumulation of matrix protein, tubular and glomerular 
hypertrophy, and renal hypertrophy [29].

Numerous complications of DM, including DN, are linked 
to oxidative stress triggered by hyperglycemia [30]. Chronic 
hyperglycemia in renal tissues leads to oxidative stress and 
release of ROS, which activate the nuclear transcription fac-
tor (NF-κB), thereby promoting kidney inflammation [31]. 
In agreement with these mechanisms, our diabetic control 
group (Group 2) exhibited significant increases in markers of 
renal damage, such as creatinine, blood urea nitrogen (BUN), 
uric acid, and CASP-3, while BCL-2 was reduced, indicating 
enhanced apoptosis due to oxidative damage. These findings 
align with the established role of ROS and oxidative stress in 
promoting renal fibrosis and end-stage renal disease (ESRD) 
through extracellular matrix (ECM) accumulation and glomer-
ulosclerosis which is associated with deteriorating renal func-
tion [32-33].

Sustained hyperglycemia contributes to nephropathy 
through multiple cellular mechanisms, such as PKC pathway 
activation, the generation of cytokines, enhanced polyol path-
ways, the increased formation of AGEs, increased oxidative 
stress, and the hexosamine pathway [34]. In our study, the 
deleterious renal effects observed in Group 2 further confirm 
the damaging impact of these pathways, as shown by signif-
icant biochemical and apoptotic alterations. Furthermore, 
DM-related hyperglycemia damages mitochondria and raises 

reactive free radicals, which in turn damages DNA and trig-
gers the apoptosis process. Additionally, hyperglycemia raises 
lipid peroxidation, glutathione (GSH) oxidation, and oxidative 
stress. Lastly, hyperglycemia causes diabetic nephrons to ex-
perience oxidative stress, which stimulates a number of bio-
chemical mechanisms that result in the death of renal cells, 
elevated albuminuria, and kidney failure that were likely con-
tributors to the observed elevation of apoptotic markers such 
as CASP-3 [35].

Among diabetic patients, DN remains a leading cause of 
renal failure [36]. Chronic low-grade inflammation and acti-
vation of the innate immune system play critical roles in DN 
progression [37]. Our findings, showing elevated CASP-3 and 
reduced BCL-2 in diabetic controls, are consistent with reports 
that TNF-α and other pro-inflammatory cytokines promote 
renal injury by inducing apoptosis and necrotic cell death  
[38-40].

DN has a complicated etiology involves direct effects of ex-
tracellular glucose on renal cells, activating growth factors and 
cytokines like monocyte chemoattractant protein (MCP)-1,  
transforming growth factor-b (TGF-b), and angiotensin II  
(Ang II), which further mediate development of DN [41-43]. 
The role of the renin-angiotensin system (RAS) in DN is well 
established, with intrarenal Ang II levels contributing signifi-
cantly to glomerulosclerosis and fibrosis. So, It is thought that 
intrarenal RAS plays a primary injurious role in causing kidney 
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Figure 2A. Photomicrographs of rat renal tissues of healthy control group showing normal glomeruli (black circles) and normal renal 
tubules (black arrow head) × 400
Figure 2B. Photomicrographs of rat renal tissues of diabetic control group showing congested glomerular capillary tuft (black circle), 
congested blood vessels (black arrow), interstitial haemorrhage (blue arrows) with signs of renal tubular injury and necrosis (arrow 
head) × 400
Figure 2C. Photomicrographs of rat renal tissues of healthy control group treated with zinc sulfate only showing normal glomeruli 
(circle) and normal renal tubules (arrows) × 400
Figure 2D. Photomicrographs of rat renal tissues of healthy control group treated with vitamin D only showing normal glomeruli (circ-
le) and normal renal tubules (black arrows) × 400
Figure 2E. Photomicrographs of rat renal tissues of healthy control group treated with metformin only showing normal looking glome-
ruli (circles) and tubules (arrows) × 400
Figure 2F. Photomicrographs of rat renal tissues of diabetic group post-treated with zinc sulfate showing normal glomeruli (star) and 
normal tubules (arrows) × 400
Figure 2G. Photomicrographs of rat renal tissues of diabetic group post-treated with vitamin D showing some glomeruli are normal 
(black circle) while others are necrotic or sclerotic (red circles) with dilated Bowman’s space, some tubules show signs of renal tubular 
injury (black arrow) × 200
Figure 2H. Photomicrographs of rat renal tissues of diabetic group post-treated with metformin showing some atrophic glomeruli 
(black circle), mild cloudy swelling of renal tubular epithelium (black arrow) × 200
Figure 2I. Photomicrographs of rat renal tissues of diabetic group pre-treated with zinc sulfate showing normal glomeruli (yellow 
arrows) and renal tubules (black arrows) × 200
Figure 2J. Photomicrographs of rat renal tissues of diabetic group pre-treated with vitamin D showing congested glomerular tuft (blue 
circle), signs of renal tubular injury and cloudy swelling (black arrows), interstitial haemorrhage (arrow head) and chronic inflamma-
tory cellular infiltrate (yellow arrows) × 400
Figure 2K. Photomicrographs of rat renal tissues of diabetic group pre-treated with metformin showing congested or atrophic renal 
glomeruli (blue circles), interstitial haemorrhage (black arrows), moderate cloud swelling of renal tubular epithelium (blue arrows)  
× 200
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damage [44-45]. Our study supports these concepts indirectly 
by demonstrating that unregulated diabetes induced by allox-
an led to substantial renal damage, which could be associated 
with the known effects of elevated Ang II on promoting in-
flammation, cell proliferation, and fibrosis [41, 46].

Given the critical role of oxidative stress and inflammation 
in DN, attention has been directed towards potential nephro-
protective agents, such as zinc (Zn). Zn is a vital cofactor for 
over 300 enzymes and plays a crucial role in antioxidant de-
fense [47]. Zn deficiency has been linked to increased suscep-
tibility to infections and elevated ROS generation [48], which 
aligns with the observed exacerbation of oxidative damage in 
the diabetic group of our study.

Necessity of Zn for superoxide dismutase activation, 
a potent antioxidant enzyme [49], underlines its antioxidant 
role. Low serum Zn concentrations have been associated with 
higher incidences of DM, glucose tolerance and cardiovascu-
lar diseases [50]. The administration of Zn in our study, both 
as treatment (Group 6) and prophylaxis (Group 9), significant-
ly improved glycemic control and reduced markers of renal 
dysfunction compared to the diabetic group. These results 
are consistent with previous findings that restoring Zn status 
mitigates oxidative stress and prevents complications related 
to DM [51].

Zn facilitates glucose transporter 4 (GLUT4) translocation 
and insulin receptor β-subunit phosphorylation [52-53], both 
crucial for glucose metabolism. Furthermore, Zn ions are vital 
for insulin hexamer formation, while insulin combines with 
two Zn ions to form a hexameric structure, which is required 
for insulin to mature inside pancreatic β-cell secretory gran-
ules and release insulin [54-55]. Certain Zn carrier proteins 
that are essential for insulin release are expressed by pan-
creatic β-cells [56-58]. One such important protein is ZnT8, 
which is necessary for the general metabolism of glucose as 
well as the crystallization, processing, storage and secretion 
of insulin [59-62]. Moreover, the Zn transporter protein ZnT7 
is in charge of delivering Zn to the pancreatic β-cells’ Golgi 
apparatus, which is a necessary step for the correct synthesis 
of insulin [63-64]. Our observation that Zn supplementation 
improved glycemic parameters and renal function supports 
the established role of Zn in enhancing insulin secretion and 
action.

Supplementing with Zn decreased the rate of renal dam-
age in comparison to the control groups by activating metal-
lothionein, a cysteine-rich protein that interacts with Zn and 
iron to reduce ROS and, in turn, the oxidation process [65-67]. 
Another key mechanism by which Zn can protect the kidneys 
from chronic hyperglycemia-induced damage is through ap-
optotic regulation. Zn supplementation in our study reduced 
serum CASP-3 and elevated BCL-2 levels compared to the dia-
betic group, indicating its anti-apoptotic properties. Previous 

studies have demonstrated that Zn reduces apoptosis by the 
inhibition of CASP-3 and promoting BCL-2 expression [68].

Similar protective effects were observed with vitamin D 
(Vit D) administration. Vit D, acting primarily through its re-
ceptor in renal tissues, has been reported to exert nephro-
protective effects in diabetic models [69]. In our study, both 
treatment (Group 7) and prophylaxis (Group 10) with Vit D 
improved serum glucose levels and renal function markers, 
consistent with studies linking optimal Vit D levels to better 
glucose homeostasis and insulin sensitivity [70-71].

Vit D’s nephroprotective mechanisms include enhancing 
glucose metabolism, inhibiting the renin-angiotensin system, 
blocking oxidative stress pathways, and reducing the produc-
tion of inflammatory mediators like TNF-α and IL-6 [72-73]. 
Our observation of reduced renal injury with Vit D treatment 
supports previous findings that Vit D modulates RAS activi-
ty and protects against DN by regulating BCL-2 and CASP-3  
expression [74].

The nephroprotective properties of Vit D may be attribut-
ed to several mechanisms, including suppressing the RAS and 
inhibiting inflammatory cytokines and profibrotic growth fac-
tors. First, TGF-β and CTGF, which are crucial mediators for the 
formation of sclerosis in DN, may be targeted by 1,25(OH)2D3 
[45, 75-76]. Second, the nephroprotective effects of Vit D 
may also be linked to its control of the RAS, specifically re-
nin [77]. DM causes an increase in the intrarenal RAS activity, 
which is crucial for the onset of diabetic nephropathy [78-79].  
Ang II causes mesangial and tubular cells to produce more 
ECM proteins and express TGF-β [80]. Additionally, Ang II 
causes glomerular damage and increases glomerular perme-
ability, which results in proteinuria. It has been noted that 
diabetic nephropathy can be improved by inhibiting renin or  
Ang II activity [81-82]. 

Thus, both Zn and Vit D demonstrated significant protec-
tive effects against alloxan-induced diabetic nephropathy by 
reducing oxidative stress, improving glycemic control, modu-
lating apoptotic pathways, and preserving renal function, as 
reflected by the improvement of biochemical markers and ap-
optotic regulators compared to untreated diabetic rats.

    Conclusion

Zn is an important microelement that plays a role in vi-
tal processes that control body homeostasis. Supplementing 
with Zn appears to have a positive impact on DN risk factors as 
well as slowing the development of the disease. The potential 
of supplemental Zn in reducing renal damage in DN was in-
vestigated in this study. External administration of Zn repaired 
the pathological changes in the renal tissues of rats with DM. 
By reversing proinflammatory and profibrotic markers impli-
cated in the pathophysiology of DN, Vit D therapy has been 
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Abstract

Background: Our aim was to determine the effect of HRV biofeedback (HRVB) training on psychophysiological fac-
tors, e.g. reaction time, stress management and concentration during the starting period in competitive rowing. 
Material and methods: 12 senior national team rowers aged 20-40 (both men and women) were assigned to an 
experimental (n = 6) and a control (n = 6) group. The experimental group performed HRVB training for 4 weeks, for 
20 minutes, twice a day. The control group did not perform any respiratory training. Parameters such as reaction 
time, resting breathing rate, concentration, subjective stress and heart rate variability were evaluated during the 
pre-test, post-test and post-post test phases. Results: We noted an improvement in reaction time in the experimen-
tal group after HRVB training (pre-test 63.8 sec to post-post test 58.8 sec) and no significant statistical differences 
in the control group, as well as a statistically significant reduction in resting respiratory rate frequency in the exper-
imental group in comparison to the control group in the post-test (p = 0.0398). Other analyses did not exceed the 
threshold for statistical significance. Conclusions: Our results suggest that HRVB training may reduce the resting 
respiratory rate in the experimental group and may improve the reaction time of rowers.
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Abbreviations

• HRV – heart rate variability
• HRVB – heart rate variability biofeedback
• BDI-II – Beck Depression Inventory – 2nd Edition
• TUS – Attention and Perceptiveness Tests 
• SDNN – standard deviation of RR intervals
• RMSSD – root mean square of successive RR interval 

differences
• HR – heart rate
• LF – low frequency 
• HF – high frequency
• VO2 max – maximum oxygen uptake
• PZTW – Polish Federation of Rowing Associations 

Introduction

Rowing is largely an endurance sport and requires 
athletes to have highly developed skills to manage 
their mental and physical resources. The development 
of peak physical performance continues to evolve as 
new insights emerge from the field of human physiol-
ogy. This domain encompasses a broad range of top-
ics from nutrition science (e.g. the effects of caffeine 
intake on rowing performance), to exercise physiolo-
gy (e.g. the impact of kettlebell training on muscular 
strength and endurance of rowers) [1-2]. Furthermore, 
recent research explores more specific interventions, 
such as the effects of blood flow restriction on power 
output during the start phase, heart rate (HR), and sys-
temic acidosis [3]. 

In contrast, the level of knowledge and its practical 
application in research and training aimed at enhanc-
ing the psychophysiological and mental skills of rowers 
remains considerably underdeveloped. A review of the 
available literature revealed no studies investigating 
the Polish senior elite rowing population with respect 
to the assessment of mental skills (e.g. focus, reaction 
time) or stress levels. Existing publications are limited 
to research on stress responses, primarily examining 
cortisol fluctuations in relation to varying training in-
tensities, or studies exploring changes in antioxidant 
defense systems in young rowers following an annual 
training cycle [4-5].

Moreover, no research was identified concerning 
the effects of heart rate variability biofeedback (HRVB) 
training in the context of Polish sport. Considering the 
fact that competitive rowing demands years of train-
ing and sacrifice (often leading to overuse of the body 
and injuries), simple and effective tools to reduce 

fatigue levels or to accelerate the recovery seems to 
be the basis of modern training [6]. 

One of the analyses of the psychophysiologi-
cal state, depicting the body’s ability to determine 
stress levels and regulatory capacity, is the analysis of 
HRV [7]. A high HRV is a sign that the heart is healthy 
since it has more flexibility to react to stressors (phys-
iological or environmental) [8]. From a practical point 
of view, it remains to be determined if it can also be 
used as a predictor of athletic condition and of athletic 
achievements [9]. Cardiovascular functions (including 
the HRV rate) are regulated by the autonomic nervous 
system, which via sympathetic and parasympathetic 
innervation of the blood vessels, directly modifies vas-
cular wall tension and influences cardiac function [10]. 

However, humans are able to influence their own 
HRV by using breathing training. One such method 
is HRVB training. Biofeedback acutely increased both 
HRV and baroreflex gain, and chronically increased 
baroreflex gain and peak expiratory flow even among 
healthy individuals, in whom these measures ordinar-
ily are thought to be stable [11]. Moreover, breathing 
at this frequency causes an increase or decrease in 
heart rate depending on the phase of breathing, maxi-
mizing the efficiency of gas exchange and affecting the 
efficiency of the body. HRVB is used to treat a num-
ber of diseases and ailments, such as asthma, pain, 
depression), hypertension or anxiety [12-16]. 

A growing number of studies conducted abroad are 
emerging describing the effects of respiratory training 
on the performance of athletes in various fields. It has 
been shown that HRVB training can help train stressed 
athletes to gain control over their psychophysiolog-
ical processes, thus helping them achieve maximum 
performance [17]. In addition, HRVB can produce sig-
nificant benefits in autonomic markers and anxiety 
levels in young athletes [18]. Also, it is associated with 
increased HRV and improved subjective training per-
formance in elite female athletes [19]. Furthermore, 
HRVB training improved HRV parameters and reduced 
the number of strokes to complete a virtual 18-hole 
game of golf (46 strokes in the pre-test, 30 in the post-
test) in a group of female golf coaches [20]. Finally, 
it significantly reduced race time in an experimental 
group, and reduced skin conductance and increased 
VO2 max in male and female long-distance running 
groups [21]. Although research on HRVB training in 
sports is limited, it suggests that it is a safe, accessible 
and effective method that appears to offer tangible 
performance benefits for both athletes and coach-
es [22].
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Rowing races commence with an auditory signal, 
and subsequently athletes must react swiftly and 
maintain synchronized oar movements and sustained 
focus throughout the race. Therefore, our aim was to 
address the following research question: “does HRVB 
training influence psychological factors critical to row-
ing performance (both at the start of and during the 
race itself) such as reaction time and athlete concen-
tration?”. We also attempted to determine the subjec-
tively perceived stress levels of athletes, along with 
HRV parameters, and investigate the impact of HRVB 
breathing training (with resonant frequency individu-
ally selected for each athlete) on these factors, as well 
as its effect on the regulation of the autonomic nerv-
ous system (e.g. the resting respiratory rate). 

Materials and methods

In 2022, 40 senior athletes from the Polish National 
Rowing Team, participating in centralized training un-
der the PZTW, were invited to take part in a research 
project. Twenty athletes provided written infor med 
consent to participate in the study. Following a med-
ical consultation with the Team physician and a psy-
chological assessment for depressive symptoms 
(21 questions, no time limit) an additional 8 rowers 
were excluded from the study. Five athletes scored 
above the threshold sten score of 8 on BDI-II, and 
3 were undergoing pharmacological treatment that 
could potentially affect HRV outcomes.

The inclusion criteria were: the athlete’s appoint-
ment to the National Senior Team of the PZTW and 
voluntary consent to participate in the project. The ex-
clusion criteria were: having a chronic disease and tak-
ing medications that have a significant effect on HRV 

and obtaining a high sten score (< 8 sten) in the BDI-II 
psychological test. 

Based on the recruitment procedure, and the inclu-
sion and exclusion criteria, 6 women and 6 men were 
selected and randomly assigned to 2 equal groups:
1) The experimental group received HRVB training 

(3 females and 3 males).
2) The control group did not receive any training 

(3 females and 3 males) (Table 1).
Both groups demonstrated an equivalent elite ath-

letic level within Olympic disciplines. Specifically, 4 ath-
letes in both the experimental and control groups held 
the International Master Class designation, which de-
notes having achieved at least a medal at the World 
and/or European Championships, or having reached 
the finals or secured a medal at the Olympic Games. 
Additionally, 2 athletes from each group held the Na-
tional Master Class designation, having reached the fi-
nals of the World and/or European Championships and/
or won a medal at the Polish National Championships. 
The recruitment data and selection process throughout 
the project is depicted in Figure 1. The execution stage 
included the following phases: pre-test, experimental 
procedure, post-test, and post-post test (Table 2). The 
next stage of quality verification included ECG analysis 
by a sports cardiologist, a consultation with the team 
physician of the PZTW regarding any infection acquired 
during the post-test period, and interviews to assess 
the presence of dyslexia. At this stage the presence 
of cardiac arrhythmias (in at least one of the HRV as-
sessment recordings) was confirmed in 4 individuals, 
a severe infection in two athletes (1 from the experi-
mental group and 1 from the control group) during 
the post-test period, and confirmation of a dyslexia 
diagnosis in 2 athletes (1 from the experimental group  
and 1 from the control group).

Table 1. Demographic data

Experimental group

height (cm) weight (kg) age (years)
min 173.0 64.0 21.0

max 198.0 100.0 40.0

median 186.5 80 29.5

First quartile (Q1) 174 67.5 21.5

Third quartile (Q3) 193 90 32.5

Control group

height (cm) weight (kg) age (years)
min 170.0 57.0 20.0

max 196.0 98.0 33.0

median 183 79.5 25.5

First quartile (Q1) 170.5 57 21

Third quartile (Q3) 183 87.5 28
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Figure 1. Flowchart of study selection
BDI-II – Beck Depression Inventory 2nd Edition, f – females, m – males, PZTW – Polish Federation of Rowing Associations
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40 senior National Team rowers 
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Qualification by 
the Team physician 

of the PZTW 
and a BDI-II

Data were excluded from the analysis due to:  
infection (2 rowers), dyslexia (2), cardiac arrhythmias (4).

8 rowers were excluded:  
3 due to chronic use of pharmacological 
treatments affecting psychophysiological 
functioning, 5 due to high scores on the 

depression scale (above the 8th sten)

Reaction time 
5 rowers 

(3m/2f) in exp. 
group), 

5 rowers 
(3m/2f) in 

control group

Concentration 
4 rowers 

(2m/2f) in exp. 
group, 

4 rowers 
(2m/2f) in 

control group

Resting 
respiration rate 

5 rowers 
(3m/2f) in exp. 

group, 
5 rowers 

(3m/2f) in 
control group

HRV 
assessment 

4 rowers 
(3m/1f) in exp. 

group, 
2 rowers 

(1m/1f) in 
control group*

Subjective 
stress 

6 rowers 
(3m/3f) in exp. 

group, 
6 rowers 

(3m/3f) in 
control group

* Due to the small amount of data, the control group in the HRV assessment was not subjected to statistical analysis.



The results of athletes with confirmed infection 
were excluded from the statistical analysis of tests that 
required an optimal physiological condition (e.g. reac-
tion time, concentration test, resting respiratory rate 
and HRV assessment). Additionally, the results of the 
2 athletes with dyslexia were excluded from the sta-
tistical analysis of the concentration test. The subjec-
tive stress level measurements were conducted both 
during the pre-test and the control phase, therefore 
we included the results from all 12 participants in this 
analysis. The sample sizes of the subgroups included in 
the final statistical analyses are presented in Figure 1.

This study was conducted in accordance with es-
tablished ethical standards, including ensuring the 
safety of participants. All individuals were informed 
of the purpose and procedures of the study, provided 
written informed consent, and were made aware of 
the benefits of participation as well as their right to 
withdraw at any stage of the study. These procedures 
adhered to the principles outlined in the European 
Convention on Bioethics of the Council of Europe. The 
research was assigned the consent number of the bio-
ethics committee at the Regional Medical Council in 
Gdansk No. KB-25/24. 

Equipment

The measurements were carried out using the 
following equipment: ECG electrodes (EK-S 45 PSG, 
Sorimex, Poland), reaction time apparatus (Rox Pro re-
tention lights, A-Champs Ltd., Hong Kong), a coder for 
HRV assessment and HRVB training (ProComp Infiniti 
5.0, Thought Technology Ltd., Canada), and psycholog-
ical tests such as the BDI-II and TUS, purchased from 
the Polish Psychological Association [23-24].

Protocols for concentration and subjec-
tive stress tests

Concentration tests were conducted using the TUS 
test, which consisted of crossing out rows of numbers 
or letters indicated in the test at the highest possible 
pace within a 3-minute time limit. The raw scores for 
the speed-of-work indicator were related to the stand-
ard sten for a group of soldiers.

Subjective feelings of stress were assessed using 
a 5-point Likert scale, where 1 indicated a high level 
of subjectively perceived stress and 5 indicated a low 
level. Both measurements were taken both at the pre-
test and at the post-post test stage.

Table 2. Execution stage: tasks and measurements

Task and time 
between 

measurements
Experimental group Control group

Pre-test • subjective sense of stress
• concentration
• reaction time
• HRV assessment
• resting respiratory rate

• subjective sense of stress
• concentration
• reaction time
• HRV assessment
• resting respiratory rate

4 weeks HRVB training  
(2 individual meetings and determination of the resonant 
frequency)

No tasks

Post-test • concentration
• reaction time
• HRV assessment
• resting respiratory rate

• concentration
• reaction time
• HRV assessment
resting respiratory rate

4 weeks No tasks • No tasks

Post-post test • subjective sense of stress
• concentration
• reaction time
• HRV assessment
• resting respiratory rate

• subjective sense of stress
• concentration
• reaction time
• HRV assessment
• resting respiratory rate
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Protocol for time reaction 

Time reaction was measured in the pre-test, post-
test and post-post test. The procedure included 
2 measurements; the second trial was the outcome of 
a task. It consisted of turning off a randomly switched 
on light as quickly as possible on one of three cubes 
placed on a table in front of the contestant. The cubes 
were placed symmetrically at twenty-centimeter in-
tervals. 

Protocol for HRV, resting breathing fre-
quency and HRVB training

HRV, resting breathing frequency measurements 
and HRVB training were conducted in a quiet, darkened 
room. Each measurement was preceded by a 10-min-
ute rest period, during which the athlete remained in 
the supine position. Following this period, a 6-minute 
ECG recording was obtained in the same position us-
ing a single-lead ECG, as well as a respiratory sensor 
positioned at the level of the athlete’s navel. The HRVB 
training protocol consisted of two phases conducted 
within two days: the determination of the individual 
resonant frequency according to a modified version 
of the Lehrer protocol [25] and a self-guided training 
session performed at the prescribed frequency. HRVB 
training was conducted in the supine position, during 
which participants followed a visual cue – a dot mov-
ing on the screen, rising during inhalation and falling 
during exhalation at different respiratory rates for 
about two minutes (6.5, 6.0, 5.5, 5.0 and 4.5 breaths 
per minute).

During the HRVB training we utilized a respiratory 
sensor strap and single-lead ECG electrodes. The sys-
tem continuously displayed the heart rate alongside 
a real-time spectral analysis of the interbeat interval, 
recalculated every second using a 30-60 second rolling 
window. This setup enabled continuous observation 
of the phase relationship between respiration and 
HRV. The resonant frequency was determined based 
on the convergence of several physiological indicators: 
optimal phase synchrony between heart rate variabil-
ity and respiration, the highest peak-to-trough ampli-
tude, the highest low frequency (LF) power, a clear and 
high-amplitude LF peak in the spectral analysis, and 
a stable “envelope” of the HR curve. The respiratory 
rate that exhibited the greatest concentration of these 
features was identified as the participant’s individual 
resonant frequency, which was then used as the tar-
get breathing rate during HRVB training. HRVB training 
consisted of two 20-minute daily breathing sessions, 

performed at the individual resonant frequency, sup-
ported by mobile breathing applications such as Pra-
na Breath or Breathwork Pacer. Athletes documented 
their training duration in a personal training diary. 
During the month preceding the post-post test, par-
ticipants in the experimental group were instructed to 
discontinue HRVB training.

Statistical analysis

All procedures in the project included the following 
dimensions: the mean time to extinguish the random-
ly switched-on retention light (measured in seconds), 
concentration – speed of work (stens), resting respira-
tory rate (rated on a 1-5 scale, where 1 indicates high 
stress and 5 low stress), HRV – mean RR (beats per 
minute, BPM), SDNN (ms), RMSSD (ms), HR max-min 
(BPM), LF power (ms2), high frequency (HF) power 
(ms2), LF/HF ratio.

For each parameter, four types of statistical result 
presentations were performed:
1) A descriptive statistical analysis including value 

distributions, presented as median (1st and 3rd 

quartiles) and minimum–maximum values, was 
conducted for each individual measurement.

2) A statistical analysis between measurements. 
P-values were calculated for the following com-
parisons: measurement 1 vs. 2, 2 vs. 3, and 1 vs. 3 
– separately for the experimental and control 
groups.

Additionally, a distribution plot of the values for each 
parameter was generated for the control and experi-
mental groups across the three measurement points. 
In each plot, the central square represents the me-
dian, the boxes indicate the interquartile range 
(25th to 75th percentile), and the whiskers ex-
tend from the minimum to the maximum values. 
Statistical significance was defined as follows: 
*p ≤ 0.05, **p ≤ 0.01, ***p ≤ 0.001, ****p ≤ 0.0001.

Results 

The descriptive statistical analysis conducted for 
concentration, resting respiratory rate and reaction 
time indicates a significant reduction in the frequen-
cy of resting breathing in athletes performing HRVB 
training (the average time for all from the experimen-
tal group was 807 min over the 4 weeks) compared to 
athletes not performing training; however, this trend 
was not maintained when athletes in the study group 
stopped performing regular HRVB training (Table 3). 
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The remaining results indicated that 
the concentration and reaction time 
scores obtained in the respective tests 
did not differ significantly between the 
experimental and control groups. 

The analysis of the results at each 
stage indicates that reaction time in 
the experimental group improved over 
the course of the study, while in the 
control group, reaction time showed 
a slight improvement in the second 
measurement but significantly wors-
ened in the final measurement. These 
results suggest that HRVB training can 
have a significant effect on improv-
ing reaction time in the experimental 
group in the final measurement (Fig-
ure 2).

Furthermore, the analysis of con-
centration parameters, resting res-
piratory rate and reaction time within 
each group across measurement 
points revealed a statistically signifi-
cant improvement in reaction time in 
the experimental group between the 
pre-test and post-post test measure-
ments (Table 4).

In contrast, the same analysis indicat-
ed that the control group demonstrated 
a statistically significant improvement 
in concentration between the first and 
third measurements. Additionally, both 
groups showed substantial improve-
ments in concentration between the 
second and third measurements. These 
findings may suggest that HRVB train-
ing did not have a significant impact on 
concentration among the athletes.

However, it is worth noting that 
the concentration scores in the ex-
perimental group were initially high-
er than those in the control group. 
Although the experimental group did 
not show improvement, the trend 
analysis indicates that it maintained 
a certain level of stability in perfor-
mance. In contrast, the results from 
the control group showed considera-
ble variability, meaning that athletes 
in this group occasionally achieved ex-
tremely high or extremely low scores 
in individual measurements. Given the 

Figure 2. Distribution of test scores in concentration, resting respiration rate, 
and reaction time across the respective measurement points
Statistically significant results: * p ≤ 0.05, ** p ≤ 0.01, *** p ≤ 0.001, **** p ≤ 0.0001; 
pre exp – pre-test experimental group, pre contr – pre-test control group, post exp  
– post-test experimental group, post contr – post-test control group, post-post exp  
– post-post test experimental group, post-post contr – post-post test control group
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Table 3. Statistical analysis with distribution of values for concentration (speed of work), resting respiration rate and reaction time

Pre-test Post-test Post-post test
Concentration-speed of work (sten) 
Experimental group 
Median (Q1; Q3)
     min-max

5.8 (4.5;7.0)
3.0-8.0

5.5 (4.5;7.0)
3.0-7.0

6.8 (5.5;8.0)
4.0-8.0

Control group 
Median (Q1; Q3)
     min-max

4.0 (2.5;5.5)
2.0-6.0

3.8 (2.5;5.0) 
2.0-5.0

5.8 (4.5;7.0)
4.0-8.0

p-value 0.2754 0.2754 0.4740
Resting respiration rate (breaths/min)
Experimental group 
Median (Q1; Q3)
     min-max

10.9 (10.13;11.88)
8.2-13.9

8.4 (8.34;8.7)
8.0-8.7

9.4 (7.8;9.52)
7.6-14.0

Control group 
Median (Q1; Q3)
     min-max

10.4 (7.9;12.87)
6.7-13.1

11.1 (9.73;12.54)
9.0-14.0

11.6 (10.58;12.57)
9.7-13.0

p-value 0.8084 0.0398 0.2830
Reaction time (sec)

Experimental group 
Median, (Q1; Q3)
     min-max

66.0 (61.0;67.0)
56.0-69.0

62.2 (59.0;63.0)
58.0-68.0

58.8 (56.0;60.0)
54.0-65.0

Control group 
Median (Q1; Q3)
     min-max

61.4 (58.0;64.0)
56.0-68.0

60.8 (57.0;62.0)
54.0-71.0

68.0 (67.0;74.0)
49.0-82.0

p-value 0.5660 0.7398 0.2139

T-test, two-sided, homoscedastic

Table 4. Statistical analysis between measurements for concentration (speed of work), resting respiratory rate and reaction time

Measurement

Concentration-speed of 
work (sten)

Resting respiratory rate 
(breath/min) Reaction time (sec)

Experimental
group

Control 
group

Experimental
group

Control 
group

Experimental
group

Control 
group

Post-test 
vs. Pretest 0.3910 0.3910 0.0742 0.5337 0.3739 0.5529

Post-post test 
study  
vs. Pre-test

0.0917 0.0060 0.3514 0.3628 0.0062 0.2922

Post-test  
vs. Post-post 
test

0.0154 0.0163 0.4256 0.6149 0.1239 0.2717

T-test, two-sided, paired
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Table 6. Statistical analysis between measurements for heart rate variability

Experimental group Mean RR 
(BPM)

SDNN 
(ms) 

RMSSD 
(ms)

HR 
max-min 

(bpm)

LF power  
(ms2)

HF power 
(ms2)

LF/HF 
ratio

Post-test vs. Pre-test 0.6194 0.3306 0.2748 0.3556 0.3051 0.8080 0.1835
Post-post test vs. Pre-test 0.1063 0.6111 0.2555 0.1925 0.6032 0.2933 0.2416
Post-test vs. Post-post test 0.1439 0.4488 0.5026 0.2702 0.3594 0.6656 0.4091

P-values obtained via T-test, two-sided, paired. BPM – beats per minute; HF – high frequency; HR – heart rate; LF – low frequency;  
RMSSD – root mean square of successive RR interval differences; SDNN – standard deviation of RR intervals

Table 5. Statistical analysis with distribution of values for heart rate variability in the experimental group

Mean HR (BPM)

Pre-test Post-test Post-post test

min 1201.0 1152.0 1040.0
max 1284.0 1285.0 1216.0
median 1231.8 1214.3 1153.8
Q1;Q3 1207.00;1256.50 1163.00;1265.50 1104.00;1203.50

SDNN (ms)

min 29.7 26.8 32.4

max 163.0 132.5 164.1
median 97.8 75.6 94.1
Q1;Q3 35.85;159.70  42.65;108.55 35.65;152.55

RMSSD (ms)

min 41.7 36.7 42.0

max 221.6 174.5 180.7
Median 125.0 92.5 111.8
Q1;Q3 48.50;201.55 54.10;130.90 43.60;179.90

HR max-min (BPM)

Min 3.0 2.4 3.2

Max 16.3 12.8 18.4
Median 9.6 7.8 10.4
Q1;Q3 3.64;15.53 4.14;11.51 4.30;16.51

LF power (ms2)

Min 77.0 166.0 184.0
Max 19638.0 4917.0 24555.0
Median 6182.0 1793.3 7008.8
Q1;Q3 150.00;2506.50 456.50;3130.00 212.00;13805.50

HF power (ms2)

Min 659.0 473.0 733.0
Max 21792.0 15042.0 14184.0
Median 6448.8 4782.8 4743.8
Q1;Q3 1070.00;11827.50 747.50;8818.00 871.50;8616.00

LF/HF ratio

Min 0.2 0.1 0.2
Max 10.5 4.8 8.0
Median 4.5 1.4 2.2
Q1;Q3 0.20;8.75 0.20;2.60 0.20;4.15

T-test, two-sided, paired. BPM – beats per minute; HF – high frequency; HR – heart rate; LF – low frequency; RMSSD – root mean square 
of successive RR interval differences; SDNN – standard deviation of RR intervals
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small sample size, our results certainly require further 
investigation. The statistical analysis of changes in the 
resting respiratory rate did not reveal significant differ-
ences between the groups across the measurements.

HRV assessment

The results of the statistical analysis with the dis-
tribution of values of HRV (Table 5) and between the 
measurements for HRV (Table 6) for the study group 
indicate that there were no statistically significant dif-
ferences. Due to the small sample size of the analyzed 
group, no analysis of the distributions of the values of 
the individual parameters was performed.

Subjective stress 

The statistical analysis of the parameter of the lev-
el of subjectively perceived stress shows that there 

Table 7. Subjective stress

Subjective stress Pre-test Post-post test

Experimental  group 
Median (Q1; Q3)
   min-max

3.8 (3.00;4.00)
2.0-5.0

4.2 (3.50;4.50)
3.0-5.0

Control group 
Median (Q1; Q3)
   min-max

4.0 (4.00;4.00)
4.0-4.0

3.6 (3.00;4.00)
2.0-5.0

p-value 0.6952 0.2329
T-test, two-sided, homoscedastic. 1 – high stress; 5 – low stress

were no statistically significant differences in subjec-
tive stress between the control and study groups, and 
both the control and study groups showed no signifi-
cant statistical differences between the measurements 
of the two groups (Table 7). However, upon examining 
the distribution of individual results in both groups, 
it can be observed that the control group initially 
demonstrated greater stability, with athletes reporting 
a similar moderate level of perceived stress. In con-
trast, in the post-post test, the control group exhibited 
greater variability in reported stress levels compared 
to the experimental group (Figure 3).

Discussion

Our findings confirmed that HRVB training may 
improve the reaction time of rowers, consistent with 
previous research conducted among basketball play-

ers [17]. Improvement in reac-
tion time is particularly relevant 
in a sport such as rowing, where 
the start is triggered by an au-
ditory cue (a referee’s whistle), 
and may represent a critical 
component in professional and 
effective coaching strategies 
for athletes at this competitive  
level.

Additionally, our results in-
dicate that HRVB training led to 
a significant reduction in resting 
respiratory rate within the ex-
perimental group. However, no 
statistically significant changes 
were observed in HRV parame-
ters. Although changes in sub-
jective stress levels did not reach 
statistical significance, a reduc-
tion in perceived stress was not-
ed in the post-post test in the 
experimental group, whereas 
an increase was observed in the 
control group during the same 
measurement point.

Our findings may cautious-
ly suggest that HRVB training, 
through its effects on respira-
tory regulation and pulmonary 
function, could contribute to au-
tonomic nervous system mod-
ulation and stress reduction.  

Figure 3. Distribution of scores in the subjective stress test across 
the respective measure
pre exp – pre-test experimental group, pre contr – pre-test control group,  
post-post exp – post-post test experimental group, post-post contr – post-post 
test control group

41



42 Eur J Transl Clin Med 2025;8(1):32-44

This interpretation aligns with previous findings on the 
effectiveness of HRVB in managing conditions such as 
asthma, depression and anxiety in clinical psychology 
settings, as well as reducing anxiety in athletes [12, 14, 
16, 20].

Given the highly demanding nature of elite-level 
rowing training and the observation that 5 out of 20 
participants in this study scored high on the Beck De-
pression Inventory, it appears warranted to initiate 
a broader discussion around mental health in compet-
itive sports. Introducing appropriate psychological sup-
port tools, including biofeedback-based interventions 
such as HRVB, may offer valuable assistance to athletes 
coping with the pressures of elite competition.

Interestingly, the concentration test results did not 
indicate a significant effect of HRVB training. How-
ever, the observed improvement in reaction time, 
which inherently requires a certain level of concen-
tration, suggests a possible indirect influence. It may 
be beneficial in future studies to replace the cur-
rent paper-and-pencil concentration test with a task 
more closely resembling competitive racing or deci-
sion-making under pressure, which may enhance the 
validity of the findings and increase the likelihood of 
detecting more consistent effects.

Limitations of the study

As this study represents the first of its kind conducted 
among Polish Olympic-level rowers, it is challenging for 
the authors to directly compare the results with those 
of previous research in this specific context. The pre-
tests were carried out at the beginning of the athletes’ 
competition season and covered the typical course of 
the season, including participation in the most impor-
tant competitions (e.g. European Championships or 
World Championships), ending with the post-post tests. 
This study, however, has certain limitations, such as the 
small sample size, the absence of a comprehensive HRV 
analysis, and a shortened intervention period (4 weeks 
instead of the 5 weeks recommended in the abbreviat-
ed Lehrer protocol). Despite promising results, including 
a reduction in reaction time by 0.18 seconds and a de-
crease in the resting respiratory rate, it is important to 
note that the small sample size, high degree of individ-
ualization in training, the psychophysiological variability 
among athletes suggest that coaches of other athletes 
should conduct preliminary testing before implement-
ing this method during critical phases of the Olympic 
preparation period.

Future directions 

Researching the effectiveness of using non-inva-
sive and easy-to-apply methods to influence the psy-
chophysical state of athletes is of vital importance in 
an era of increasingly high performance by athletes 
around the world. The identification of key psycho-
physical parameters for a particular sport, and the 
proper data collection must take place in cooperation 
with specialists from many fields. Only such research 
supported by knowledge from various fields of med-
ical, sports or social sciences can bring researchers, 
coaches and athletes themselves closer to optimizing 
effective measures that result in winning medals in in-
ternational competitions

Conclusions

The results of our study suggest that HRVB training 
may reduce the resting respiratory rate in the experi-
mental group and may improve the reaction time of 
athletes in accordance with applied methods in rowing.
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Abstract 

Background: The antioxidant status of donors may impact the quality of stored blood and its components. The-
refore, oral antioxidant supplementation prior to blood donation could be a promising approach to improve the 
efficacy of stored erythrocytes. Materials and methods: Wistar rats (3 months old, n = 5/group) were categorized 
into controls, antioxidant group 1 (vitamin C and vitamin E, VC + VE group), antioxidant group 2 (vitamin C and 
N-acetylcysteine, VC + NAC group). Experimental rats were supplemented for 30 days. Erythrocytes were stored 
in additive solution (AS-7) for 42 days and analyzed at two-week intervals. Results: Hemoglobin increased on 
days 28 and 42 in both the antioxidant groups. Superoxide dismutase and catalase activities elevated during 
initial days and, glutathione peroxidase activity towards the end of storage in the antioxidant groups. Protein car-
bonyls and malondialdehyde levels decreased in the antioxidant groups. Glutathione levels increased on day 42  
in VC + VE. Hemolysis was lower in the VC + VE group until day 28 and was similar in the VC + NAC group.  
Conclusion: VC + VE and VC + NAC supplements protected hemoglobin, blood proteins and lipids from oxidation 
and elevated antioxidant defenses. Therefore, prior supplementation augments the antioxidant status and quali-
ty of stored blood.
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Abbreviations

• AS-7 – additive solution-7 
• OS – oxidative Stress 
• PS – phosphatidyl Serine 
• VC – vitamin C 
• VE – vitamin E 
• NAC – N-acetylcysteine 
• MetHb – Methemoglobin 
• GSH – reduced glutathione 
• GSSG – oxidized glutathione 
• ROS – reactive oxygen species 
• NADH – nicotinamide adenine dinucleotide 
• NADPH – nicotinamide adenine dinucleotide phosphate 
• H2O2 – hydrogen peroxide
• 

Introduction 

Erythrocytes experience physiological and biochemical 
modifications under blood bank conditions referred to as 
“storage lesions”. Oxidative stress (OS) leads to a decline in 
antioxidant defenses, oxidation of proteins and lipids, and 
phosphatidyl serine (PS) externalization [1-3].

Attenuation of oxidative stress could be a promising 
strategy to diminish storage lesions. Therefore, blood bank-
ing research continues to focus on enriching the antioxidant 
defenses to combat oxidative stress. It has been hypothe-
sized, that enhancing the nutritional status of a donor prior 
to blood donation could improve the viability and efficacy of 
stored erythrocytes [4]. Therefore, the primary objective of 
this study was to explore, whether the antioxidant status of 
donors influences the quality of stored blood.

There are limited studies on the supplementation of do-
nors with antioxidants. Supplementation of vitamin C and 
vitamin E resulted in a decrease in plasma malondialdehyde 
and hemolysis [5]. Nonetheless, the impact of these antioxi-
dant supplements on the OS profile, antioxidant defenses and 
metabolism of stored erythrocytes has not been explored. 
The supplementation of β-carotene, vitamin E, vitamin C and 
selenium decreased the release of hemoglobin and potassi-
um and protected antioxidant enzymes [6]. 

Animal models offer a platform to mitigate the effects 
of donor variations, such as age, ethnicity, sex, genetics, and 
habits (such as smoking), which directly impact the character-
istics of stored erythrocytes [7-9]. 

Therefore, this study aimed to investigate the influence of 
vitamin C + vitamin E and vitamin C + N-acetylcysteine supple-
ments on the efficacy of banked erythrocytes.

    Materials and methods

Ethical committee approval (IAEC/NCP/117/2022) was 
obtained from the Nargund College of Pharmacy (Bengaluru, 
India). Animal care and maintenance were in accordance with 
the ethical committee regulations.

Experimental design 

Wistar rats [male, 3 months old, 160-170 g body weight 
(b.w)] were categorized into three groups (n = 5/group). 

A) controls – distilled water (without any antioxidants);
B) antioxidant group 1 (VC + VE group) – vitamin C  

(400 mg/kg b.w) and vitamin E (50 mg/kg b.w);
C) antioxidant group 2 (VC + NAC group) – vitamin C  

(400 mg/kg b.w) and N-acetylcysteine (100 mg/kg b.w). 
The rats were acclimatized in the animal house for one 

week and then orally supplemented for 30 days. Erythrocytes 
were isolated from whole blood and stored for 42 days in AS-7 
(additive solution-7) [10]. Hemoglobin, hemolysis, and phos-
phatidyl serine externalization were measured in erythro-
cytes. Oxidative stress and antioxidant markers were analyzed 
in hemolysate at two-week intervals.

Erythrocyte separation

Erythrocytes were isolated by centrifugation at 3500 rpm  
at 4 ˚C for 20 minutes (min). The erythrocyte pellet was 
washed and resuspended in isotonic phosphate buffer to a fi-
nal hematocrit of 50%.

Hemoglobin (Hb)

Hemoglobin content of the erythrocytes was measured 
by the cyanomethemoglobin method using Hemocor-D Kit 
and represented in terms of g/dl [11].

Superoxide Dismutase [SOD, EC 1.15.1.1]

Epinephrine was added to the hemolysate diluted in car-
bonate buffer and measured at 480 nm. SOD activity was ex-
pressed as Units/mg protein [12].

Catalase [CAT, EC 1.11.1.6]

Hemolysate was treated with absolute alcohol, 6.6 mM 
hydrogen peroxide (H2O2) and the absorbance was measured 
at 240 nm. Catalase activity was expressed as Units/mg pro-
tein [13].
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Glutathione Peroxidase  
[GPX, EC.1.11.1.9]

Glutathione reductase (0.24 units), and 10 mM glu-
tathione (GSH) were added to hemolysate and preincubated 
for 10 min at 37 ˚C, followed by the addition of nicotinamide 
adenine dinucleotide phosphate (NADPH) in 0.1% sodium 
bicarbonate. The overall reaction was started by adding pre-
warmed H2O2 and the decrease in absorption was monitored 
at 340 nm for three min. The enzyme activity was expressed 
as Units/mg protein [14].

Protein Carbonyls (PrC)

An equal volume of 1% trichloroacetic acid (TCA) and 
the samples were suspended in 10 mM 2,4-dinitrophenyl 
hydrazine (DNPH). Samples were kept in the dark for 1 hour. 
An equal volume of 20% TCA was added and left in ice for  
10 min, centrifuged at 3000 g, and the pellet was washed 
with ethanol-ethyl acetate mixture (1:1). The final pellet was 
dissolved in guanidine HCl, and absorbance was measured at  
370 nm [15].

Protein Sulfhydryls (P-SH)

Hemolysate was treated with sodium phosphate buff-
er containing 0.5 mg/ml of Na2-EDTA and 2% sodium lauryl 
sulfate (SDS). 5,5’-dithiobis-2-nitrobenzoic acid (DTNB) was 
added to the above mixture, vortexed, and absorbance was 
measured at 412 nm [16].

Malondialdehyde (MDA)

Hemolysate samples were treated with 8.1% SDS, and in-
cubated at room temperature for 10 min. 20% acetic acid was 
added followed by 0.6% thiobarbituric acid, and the samples 
were boiled until pink colour developed. Butanol-pyridine 
was added, and centrifuged for 5 min, and the absorbance 
was measured at 532 nm [17]. 

Thiobarbituric acid reactive substances 
(TBARS)

Hemolysate was treated with 0.9% NaCl and incubated 
at 37 ˚C for 20 min. 0.8 M HCl containing 12.5% TCA and 1% 
thiobarbituric acid was boiled for 20 min and cooled. The ab-
sorbance was measured at 532 nm [18]. 

Total Antioxidant Capacity (TAC) Cupric 
ion-reducing antioxidant capacity – BCS as-
say [CUPRAC-BCS]

Hemolysate was treated with 0.25mM bathocuproinedi-
sulfonic acid disodium salt (BCS) and the initial absorbance 
was measured at 490 nm. 0.5 mM Copper sulfate was added 
and incubated for 3 min, followed by the addition of Na2EDTA 
and read at 490 nm [19]. 

Glutathione (GSH)

Hemolysate was treated with 4% sulfosalicylic acid, 
and centrifuged at 2500 g for 15 min. The supernatant was 
treated with 10 mM DTNB and the absorbance was read at  
412 nm [20]. 

Uric acid

Uric acid levels were determined by the Uricase/POD 
method kit from Aspen Laboratories [21]. 

Metabolic markers

Glucose

Glucose levels were assessed using the glucose oxidase 
and peroxidase (GOD-POD) method [22].

Lactate dehydrogenase (LDH)

Hemolysate was treated with the LDH reagent [a mixture 
of reagent 1 (80 mM Tris, 1.6 mM pyruvate, and 200 mM NaCl) 
and reagent 2 (0.2 mM NADH) at a ratio of 4:1], and incubated 
at 37 ˚C. The absorbance was measured at 340 nm [23]. 

Superoxides

Hemolysate was treated with cytochrome C (160 μM), 
incubated at 37 ˚C and the absorbance was measured at  
550 nm [24]. 

Nitrites

Hemolysate was added to the coupling reagent, incubated 
for 10 min and the absorbance was measured at 520 nm [25]. 

Hemolysis

A 5% suspension of packed erythrocytes were mixed 
with an equal volume of 8 mM H2O2 and incubated at 37 ˚C. 
Hemolysis was determined by measuring the amount of Hb 
released into the supernatant at 540 nm [26]. 



48 Eur J Transl Clin Med 2025;8(1):45-58

Phosphatidyl Serine (PS) externalization 
by flow cytometry

The PS exposure on the erythrocyte membrane was ana-
lyzed by flow cytometry (CytoFLEX, Beckman Coulter, Inc. 
USA) according to FITC Annexin V Apoptosis Detection Kit I, 
BD Biosciences. The data was recorded with an excitation of 
488 nm and emission of 530 nm [27], and analyzed by using 
the CytExpert software. Protein content was determined by 
Lowry et al. using bovine serum albumin as the standard [28].

Statistical analysis

Results are represented as mean ± standard error (SE) of 
5 animals per group. Differences between the controls and 
antioxidant groups) and within the groups were analyzed by 
two-way ANOVA. Bonferroni post hoc test was performed. 
Pearson’s correlation coefficient was measured for the rel-
evant markers. The values were considered significant at  
p < 0.05. Statistical analysis was performed using the Graph-
Pad Prism software (version 6, GraphPad Software Inc., Bos-
ton, MA, USA).

Results

The significant changes were represented with p-values 
between the controls and antioxidant groups as well as the 
sub-groups (storage days).

Hemoglobin (Hb)

Hb levels were significant in all the groups in compari-
son to day 1. Hb levels increased by 38% (p < 0.05) on day 
42 in controls with day 1. VC + VE showed increments of 53%  

(p < 0.001) and 61% (p < 0.0001) on days 28 and 42 re-
spectively, compared to day 1. Hb levels increased by 37%  
(p < 0.05) and 63% (p < 0.0001) on days 28 and 42 respective-
ly, in VC + NAC in comparison to day 1. Hb levels increased by 
17% on day 28 in VC + VE and VC + NAC, and 22% on day 42 in 
VC + NAC compared to controls (Figure 1).

Superoxide dismutase (SOD)

SOD activity was similar throughout the storage period in 
both control and VC + NAC groups, whereas decreased by 32%  
(p < 0.01) on day 14 in VC + VE compared to day 1. SOD activi-
ty increased by 23% on day 1 in VC + VE & VC + NAC compared 
to controls, and 25% on day 14 in VC + NAC compared to con-
trols & VC + VE (Figure 2A).

Catalase (CAT)

Catalase activity was similar throughout the storage in 
controls, whereas varied in the antioxidant groups. CAT ac-
tivity decreased by 35% and 46% on days 14 and 28 respec-
tively, in the VC + VE compared to day 1. CAT activity showed 
decrements of 56%, 32%, and 45% on days 14, 28, and  
42 respectively, in VC + NAC compared to day 1. CAT activity 
showed increments of 47% and 72 % on day 1 in VC + VE and  
VC + NAC groups respectively, compared to controls. CAT ac-
tivity increased by 35% and 47% on day 28 in VC + NAC com-
pared to Control and VC + VE respectively (Figure 2B).

Glutathione peroxidase (GPX)

GPX activity increased in antioxidant groups towards the 
end of storage period. GPX activity decreased by 27% on day 
14 and normalized on day 42 in controls compared to day 1. 
GPX activity increased by 64% and 105% in VC + VE and 57% 

Figure 1. Hemoglobin levels in stored erythrocytes
*represents significant changes during storage in control with respect to day 1
# represents significant changes during storage in VC + VE with respect to day 1
@ represents significant changes during storage in VC + NAC with respect to day 1
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Figure. 2A. Superoxide dismutase activity in stored erythrocytes;
2B. Catalase activity in stored erythrocytes;
2C. Glutathione peroxidase activity in stored erythrocytes.
Values are expressed as mean ± SE from 5 samples. Significance between the groups was analyzed by two-way ANOVA followed by Bon-
ferroni post test, using GraphPad Prism 6 software.
# represents significant changes during storage in VC + VE with respect to day 1.
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and 41% in VC + NAC on days 28 and 42 respectively, com-
pared to day 1. Increments of 36% & 80% (day 14), 25% & 52% 
(day 28), and 49% & 31% (day 42) were observed in VC + VE  
& VC + NAC respectively, compared to controls (Figure 2C).

Protein Carbonyls (PrC)

Carbonyls increased by 21% and 67% on days 28 and 
42 respectively, in controls compared to day 1, whereas de-
creased towards the end of storage in both the antioxidant 
groups (Table 1).

Protein Sulfhydryls (P-SH)

Sulfhydryls increased by 139%, 85%, and 103% on days 
14, 28, and 42 respectively, in controls compared to day 1. 
Sulfhydryls remained constant throughout storage, whereas 
lowered by 37% on day 28 and normalized on day 42 in VC 
+ VE with respect to day 1. Sulfhydryls decreased by 25% on 
days 28 and 42 in VC + NAC in comparison to day 1. Sulfhydryls 
increased by 1-fold and 2-fold in VC + VE and VC + NAC groups 
respectively, on day 1 in comparison to controls. VC + NAC 
showed increments in sulfhydryls on day 1 (26%) and day 28 
(55%) when compared to VC + VE (Table 1). 

Malondialdehyde (MDA)

Controls showed increments of 32% and 68% on days 28 
and 42 respectively, compared to day 1. MDA levels remained 
constant throughout the storage in VC + VE, whereas de-
creased by 23% and 30% on days 14 and 42 respectively, in VC 
+ NAC with day 1. VC + NAC showed decrements of 39% and 
26% on day 42 compared to controls and VC + VE respectively 
(Table 1).

Thiobarbituric acid reactive substances 
(TBARS)

Antioxidant groups had lower levels of TBARS in compar-
ison to Controls. TBARS decreased by 14% on day 28 in VC 
+ VE and VC + NAC respectively, compared to day 1. TBARS 
were lower by 23% on day 42 in VC + VE compared to Controls 
(Table 1).

 Total Antioxidant Capacity (TAC) 

TAC was higher in both the antioxidant groups compared 
to controls. TAC decreased by 23% on days 28 and 42 respec-
tively, in controls with day 1. Decrements of 20% and 26% 

Values are expressed as mean ± SE from 5 samples. Significance between the groups was analyzed by two-way ANOVA followed by Bon-
ferroni post test, using GraphPad Prism 6 software. TBARS – Thiobarbituric acid reactive substances.

Storage Groups Protein Carbonyls
(μM/mg protein)

Protein Sulfhydryls
(μM/mg protein)

Malondialdehyde
(μM/mg protein)

TBARS
(μM/mg protein)

Day 1

Control 2.49 ± 0.76 282. 49 ± 98.74 3.72 ± 0.97 2.85 ± 0.20

VC+VE 3.46 ± 0.36 691.56 ± 184.92 4.90 ± 1.08 2.62 ± 0.08

VC+NAC 3.85 ± 0.15 873.63 ± 218.69 5.53 ± 0.169 2.80 ± 0.44

Day 14

Control 2.74 ± 0.31 675.91 ± 235 4.19 ± 0.45 2.38 ± 0.47

VC+VE 3.78 ± 0.45 701.27 ± 176.13 4.94 ± 0.77 2.15 ± 0.43

VC+NAC 3.54 ± 0.44 737.18 ± 228.76 4.27 ± 1.20 2.30 ± 0.07

Day 28

Control 3.01 ± 0.49 521.72 ± 173.14 4.91 ± 0.53 2.78 ± 0.49

VC+VE 3.20 ± 0.49 432.78 ± 53.35 4.67 ± 0.97 2.24 ± 0.12

VC+NAC 3.33±0.80 668.83 ± 154.87 5.16 ± 0.84 2.43 ± 0.4

Day 42

Control 4.16 ± 0.32 572.13 ± 120.18 6.27 ± 1.18 3.93 ± 1.38

VC+VE 3.27 ± 0.93 613.50 ± 143.67 5.19 ± 2.10 3.05 ± 0.26

VC+NAC 3.36 ± 0.41 625.07 ± 113.34 3.85 ± 0.54 3.64 ± 0.40

Table 1. Antioxidant effects of melatonin [32]
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were observed in VC + VE and VC + NAC respectively, on day 
42 compared to day 1. TAC showed increments of 20% (day 
14) and 34% (day 28) in VC + VE and 43% (day 28) in VC + NAC 
compared to controls (Figure 3A).

Glutathione (GSH)

The GSH levels were significant towards the end of stor-
age in VC + VE. GSH levels decreased by 17% on day 14 and 
normalized towards the end of storage in controls. GSH levels 
increased by 32% (p < 0.01) in VC + VE and 18% in VC + NAC 
on day 42 compared to day 1. VC + VE showed increments of 
16% on days 28 and 42 compared to controls. GSH increased 
by 23% on day 14 in VC + NAC compared to controls and  
VC + VE respectively (Figure 3B).

Uric acid

Although the variations were similar, uric acid levels were 
higher in the antioxidant groups throughout the storage  
(Figure 3C).

Glucose

Glucose levels were similar throughout storage in con-
trols, whereas they varied in the antioxidant groups. Glucose 
levels varied by 23% on day 14 and 26% on days 28 and 42 in  
VC + VE with day 1. Glucose levels decreased by 20% on days 
14 and 28 in VC + NAC compared to day 1. Glucose levels in-
creased by 20% (day 1) and 37% (day 14) in VC + VE compared 
to controls. Glucose levels elevated in VC + NAC by 41%, 18%, 
and 27% on days 1, 28, and 42 respectively, compared to 
controls and 26% and 46 % on days 28 and 42 compared to  
VC + VE (Figure 4A). 

Lactate dehydrogenase (LDH)

LDH activity decreased by 60% and 77% on day 1 in  
VC + VE and VC + NAC respectively, compared to controls  
(Figure 4B).

Superoxides

Superoxide levels were similar in all the groups through-
out the storage. Superoxides increased from 0.31 mM/mg 
protein (day 1) to 0.50 mM/mg protein (days 28 and 42) in 
controls. Superoxides increased from 0.34 mM/mg protein 
(day 1) to 0.48 mM/mg protein (day 14) and were stable un-
til day 42 in VC + VE. Superoxides varied from 0.4 mM/mg  
protein (day 1) to 0.45 mM/mg protein (day 28), and  
0.55 mM/mg protein (day 42) in VC + NAC.

Nitrites

Variations were similar in all the groups. Nitrites varied 
on day 14 (2.89 mM/mg protein) and day 28 (2.69 mM/mg 
protein) compared to day 1 (2.45 mM/mg protein) in controls. 
Nitrites increased on day 28 (3.13 mM/mg protein) in com-
parison to day 1 (2.62 mM/mg protein) and then normalized 
in VC + VE. Nitrite varied from 2.96 mM/mg protein (day 1) to 
2.12 mM/mg protein (day 42) in VC + NAC. 

Hemolysis

VC + VE showed a decrease of 43% on days 1, 14 and 28 
compared to controls and 74%, 52%, and 25% on days 1, 14 
and 28 compared to VC + NAC. VC + NAC showed decrements 
of 25% and 16% on days 28 and 42 in comparison to controls 
(Figure 5).

Phosphatidyl Serine (PS) externalization 

The variations were observed in the PS exposure with 
storage. PS exposure increased by 9-fold on day 42 in controls 
compared to day 1 (0.51%). VC + VE and VC + NAC groups 
showed increments of 2-fold and 1-fold respectively, on day 
42 in comparison to day 1 (VC + VE – 1.27%; VC + NAC – 
1.46%).

    Discussion

Storage lesions accumulate in erythrocytes when the ox-
idants overwhelm the antioxidant defenses. Hence, antioxi-
dant augmentation could be a promising approach to main-
tain the microenvironment equilibrium.

VC + VE group

In this study the Hb levels increased towards the end of 
storage in the VC + VE group indicates the reverse conversion 
of methemoglobin (metHb) to Hb by vitamin C and vitamin E.  
We also noted this in our previous study, where the combina-
tion of VC and VE as additives increased Hb levels [29]. Atyabi 
et al. also reported that the combination of vitamin C and E 
was effective in reducing sodium nitrite-induced metHb for-
mation [30]. 

SOD dismutates superoxide into H2O2, and catalase scav-
enges H2O2. This was evidenced by an inverse correlation be-
tween SOD activity and superoxide levels (r = –0.9447) and 
a positive correlation between SOD and catalase activity in 
the VC + VE group (r = 0.8586). SOD and catalase activities 
were higher in the VC + VE group on day 1, indicating that 
supplemented antioxidants upregulated the antioxidant  
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Figure 3A. CUPRAC in stored erythrocytes
3B. Glutathione in stored erythrocytes
3C. Uric acid in stored erythrocytes
Values are expressed as mean ± SE from 5 samples. Significance between the groups was analyzed by Two-way ANOVA followed by Bon-
ferroni post test, using GraphPad Prism 6 software.
# represents significant changes during storage in VC + VE with respect to day 1
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enzymes. Gultekin and Bhogade have also reported that vita-
min C and E upregulates antioxidant enzymes [31-32]. Howev-
er, SOD and catalase activity decreased on day 14 in VC + VE 
reflecting the superoxide and H2O2 scavenging activity of vita-
min C and vitamin E [5, 33-34]. Therefore, superoxide levels 
reached a plateau from day 14 onwards in the VC + VE group. 

GPX scavenges H2O2 at lower levels by using GSH as a co-
factor and oxidizes GSH (reduced glutathione) to GSSG (ox-
idized glutathione) [35]. Supplementation of vitamin C and 
vitamin E increases cellular glutathione levels, thereby upreg-
ulating the GPX activity [36-37]. Previous studies also report-
ed that supplementation of vitamin C and vitamin E increases 
GPX activity [38-39]. Similarly in this study, glutathione levels 
and GPX activity elevated towards the end of storage in the 
VC + VE group with a significant correlation between GSH and 
GPX activity (r = 0.9389) indicating that VC + VE enhanced an-
tioxidant defenses.

Figure 4A. Glucose in stored erythrocytes
4B. Lactate dehydrogenase in stored erythrocytes
Values are expressed as mean ± SE from 5 samples. Significance between the groups was analyzed by two-way ANOVA followed  
by Bonferroni post test, using GraphPad Prism 6 software.

Figure 5. Hemolysis in stored erythrocytes
Values are expressed as mean ± SE from 5 samples. Significance  
between the groups was analyzed by two-way ANOVA followed  
by Bonferroni post test, using GraphPad Prism 6 software.

Protein carbonyls declined in the VC + VE group with 
storage, suggesting the protective influence of Vitamin C 
and Vitamin E against protein oxidation, evidenced in our 
earlier in vitro study [29]. Goldfarb et al. and Marino et al. 
have also reported that vitamin C and E supplementation 
reduced protein carbonyl formation during exercise-in-
duced and alcohol-induced oxidative stress, respectively 
[40-41]. Vitamin C and E synergistically quench the free 
radicals generated in the lipid core of the erythrocyte 
membrane and protect from protein oxidation, which 
was also evidenced in our findings [42]. Carbonyl levels 
increased towards the end of the storage in controls, in-
dicating protein damage resulting from oxidative insult, 
which was also observed by Jana et al. [43].

Higher sulfhydryl levels in the VC + VE group un-
til 2nd week of storage suggest the protection of sulf-

hydryl groups against oxidation or the reversible conversion 
of disulfides to sulfhydryls [44]. Vitamin C and vitamin E  
supplementation have been associated with elevated cellular 
GSH and sulfhydryls [36-37]. However, the lower levels of sulf-
hydryls on day 28 in the VC + VE group imply the conversion of 
GSH to GSSG, evidenced by an elevation in GPX and nitrites. 
Sulfhydryls normalized on day 42, due to the reversible con-
version of GSSG to GSH due to the action of VC and VE [45].

The MDA levels were similar throughout the storage in 
the VC + VE group, indicating the lipid peroxyl radical scav-
enging activity of vitamin C and vitamin E [35, 46-47]. Vita-
min C and vitamin E synergistically impede the progression of  
lipid peroxidation reactions in plasma lipoproteins and mem-
branes [35]. Nonetheless, MDA levels peaked towards the 
end of storage in controls, indicating that inherent antioxidant 
defenses were inadequate to mitigate ROS attack on mem-
brane lipids.
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Oxidative damage to membrane lipids and proteins con-
tributes to elevations in LDH activity [48]. LDH increased rap-
idly during the first 4 weeks of storage in controls. Verma et 
al. and Latham et al. also reported an increase in LDH activity 
during erythrocyte storage [49-50]. However, the VC + VE pro-
tected erythrocytes from LDH leakage until two weeks of stor-
age. This indicates reduced oxidative damage to membrane 
proteins and lipids, resulting in lower hemolysis. Czubak et al., 
also demonstrated that VC and VE synergistically protect hu-
man erythrocytes from LDH leakage up to 20 days [51]. 

Total antioxidant capacity (TAC) was relatively higher in 
the VC + VE group, depicting that vitamin C and vitamin E syn-
ergistically enhanced antioxidant capacity. TAC was directly 
proportional to glutathione and uric acid (endogenous anti-
oxidants). However, TAC decreased towards the end of stor-
age due to oxidative stress. Similarly, Czubak et al. reported 
a storage-dependent decrease in antioxidant capacity during 
erythrocyte storage [51].

Glucose levels were higher on day 14 and declined to-
wards the end of storage in the VC + VE group, which can 
be attributed to the higher glucose consumption by erythro-
cytes due to an increase in their metabolic activity [52]. Glu-
cose serves as a crucial substrate for both glycolysis and the 
pentose phosphate pathway to generate NADH and NADPH 
essential to reduce methemoglobin, which correlated with 
higher hemoglobin levels towards the end of storage [53]. 
The effective glucose metabolism plays a role in regulating 
glutathione levels, thereby protecting the sulfhydryl groups of 
hemoglobin from oxidation, which was evidenced with higher 
glutathione levels [35].

Phosphatidyl serine (PS) exposure on the outer leaflet 
of the erythrocyte membrane indicates storage lesions and 
the signals for apoptotic senescence [54]. The percentage of 
PS-exposing cells increases with storage, which was evidenced 
in our results [48, 55]. However, PS externalization was com-
paratively lower in VC + VE suggesting that supplementation 
of vitamin C and vitamin E reduced apoptosis, which also cor-
roborates with the findings of Huang et al. [56].

Hemolysis is a result of protein and lipid oxidation. Vita-
min C decreases the tocopheroxyl radicals in the membrane 
during the lipid–aqueous phase transition [57]. Vitamin C and 
vitamin E act synergistically to prevent the propagation of ox-
idation in erythrocyte membranes and hemolysis, which was 
evident in the hemolysis results [48, 51, 58]. Sakarya et al. and 
Claro et al., also reported that vitamin C and E attenuates the 
oxidation of erythrocyte membrane [50, 59].

VC + NAC group

The elevations in Hb levels towards the end of storage in 
VC + NAC could be due to the reverse conversion of metHb 

to Hb by the antioxidants. Vitamin C and NAC reduce metHb 
formation, which was evidenced in the Hb results [60-61].

SOD and catalase activities increased on day 1 in the  
VC + NAC group, indicating the upregulation of the anti-
oxidant enzymes by vitamin C and NAC supplementation  
[31, 62]. Catalase activity decreased from day 14 in VC + NAC 
indicating the H2O2 scavenging activity of vitamin C and NAC 
[32, 63]. Consequently, the lower levels of H2O2 towards the 
end of storage were further mitigated by GPX. There is a pos-
itive correlation between GSH and GPX activity towards the 
end of storage (r = 0.660).

Protein carbonyls declined towards the end of storage in 
VC + NAC, indicating the protective effect of vitamin C and 
NAC against protein oxidation. Goldfarb et al. and Banaclo-
cha et al. reported that Vitamin C and NAC decrease protein 
carbonyl formation against exercise and age-related oxida-
tive stress, respectively [40, 64]. MDA levels also decreased 
towards the end of storage in the VC + NAC group which is 
consistent with the study by Pallotta et al. [65]. NAC indirectly 
contributes to lipid peroxyl radical scavenging activity by pro-
viding GSH for the reduction of ascorbate radicals to ascorbic 
acid [66]. 

Sulfhydryl levels were higher in VC + NAC compared to 
VC + VE suggesting GSH replenishment due to supplementa-
tion of NAC. Pallotta et al. reported that the storage of human 
erythrocytes with vitamin C and NAC resulted in higher GSH 
levels till 42 days [65]. Grinberg et al. also demonstrated that 
NAC protected erythrocytes from oxidative stress by restoring 
cellular glutathione [67]. VC + NAC protected lipids from ox-
idation as evidenced by enhanced endogenous antioxidants 
such as uric acid, glutathione and total antioxidant capacity.

LDH activity increased rapidly during the first 4 weeks 
of storage in controls whereas, the VC + NAC group showed 
a lower LDH release reflecting decreased erythrocyte damage 
as evidenced by reduced hemolysis and PS exposure. Glu-
cose levels were higher in the VC + NAC group compared to 
controls. Glucose metabolism efficiently maintained GSH and 
thus protected hemoglobin and membrane from oxidation 
[35, 53]. 

    Conclusion

Antioxidant combination (VC + VE and VC + NAC) sup-
plements protected hemoglobin, blood proteins, and lipids 
from oxidation, and enhanced antioxidant defenses. VC + VE 
elevated glutathione levels and lowered hemolysis. VC + VE 
was effective against hemolysis compared to VC + NAC due 
to their synergistic action. VC + NAC was beneficial as it low-
ered LDH leakage and apoptosis. Both the antioxidant com-
binations have a positive influence on the efficacy of stored 
erythrocytes. Our results imply that prior supplementation 
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augments the antioxidant status and influences the quality of 
stored blood. 
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Abstract 

Background: Relationship between obesity and cardiovascular diseases is complex. This study aimed to evaluate 
the correlation between diet-induced obesity and atherogenic indices. Material and methods: Two groups of 
8-weeks old male Wistar rats (170 ± 15 g) were fed with normal chow and high fat diet (HFD) respectively ad 
libitum for 10 weeks. Body mass index (BMI), adiposity index, serum lipid profile and atherogenic indices were 
measured. Associations between lipidemic indices, BMI and atherogenic indices were evaluated. Results: The 
group fed with HFD only had significantly increased BMI (0.7630 ± 0.083, p = 0.0065). Serum TG (p < 0.01), LDL-c 
(p = 0.017), VLDL-c (p < 0.01), and total cholesterol (p = 0.035) were significantly elevated among the animals 
with relatively higher BMI (BMI > 0.0.71 g/cm2). There was a significant positive linear association of BMI with 
most of the atherogenic indices investigated: coronary risk ratio (CRR) (OR 48; 95% CI 4.993, 461.50; p < 0.001), 
atherogenic index (AI) (OR 1.0; 95% CI = 2.56, 229.57; p < 0.001) and atherogenic coefficient (AC) (OR 65.0; 95% 
CI 6.68, 648.26; p < 0.001). Conclusions: Consumption of HFD induces hyperlipidemia and increase the risk of 
coronary artery diseases by increasing the atherogenic indices.
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Introduction

Inferring from the World Health Organization report 
(2016), there are about 2 billion overweight adults globally. 
Of these, over 650 million adults were obese (body mass in-
dex, BMI ≥ 30). In 2016, 39% of adults ≥ 18 years (39% of men 
and 40% of women) were overweight. Overall, about 13% of 
the world’s adult population (11% of men and 15% of wom-
en) was obese in 2016. The worldwide prevalence of obesity 
nearly tripled over the last five decades [1]. Obesity causes 
poor health outcomes, reduces quality of life [2], reduces so-
cio-economic productivity and cost nations about 0.7-2.8% 
of their GDP annually [3]. These staggering statistics presents 
obesity as a serious global threat that deserves urgent atten-
tion.

The principal cause of obesity is due to an organism’s in-
ability to physiologically maintain energy balance in the long 
term. This may result from over-dependence on high calorie 
diet, low caloric expenditure, and idiopathic inhibition of sub-
strate oxidation [4]. It substantially increases the risk of myo-
cardial infarction, stroke, and chronic illnesses such as type 2 
diabetes mellitus, fatty liver disease, hypertension, dementia, 
osteoarthritis, obstructive sleep apnea and several cancers [5].  
Dyslipidemia occurs early in obesity and becomes marked as 
the patient advances into the morbid stage of obesity either 
with or without insulin resistance [6]. This is associated with 
a relative increase in the levels of pro-atherogenic lipids (tri-
glycerides (TGs) and low density lipoprotein (LDL-C)) as op-
posed to levels of anti-atherogenic lipids (high density lipo-
protein – HDL-C). This phenotypic imbalance in plasma lipid 
distribution is strongly correlated to increased visceral adipos-
ity, increased inflammation (systemic and vascular) increased 
risk of atherosclerosis (via vascular endothelial dysfunction), 
plaque formation, and increased plasma circulation of pro- 
-inflammatory and prothrombotic chemokines together with 
an overtly increased in vulnerability to oxidative stress [7-14]. 
The decreased plasma nitric oxide levels in obesity further 
exacerbates the progression of atherosclerotic lesion forma- 
tion [14].

Cardiovascular diseases are prominent among the various 
complications of obesity in humans, albeit they usually take 

many years to develop. Animal models are therefore an indis-
pensable alternative for studying the probable obesity-associ-
ated cardiovascular risks associated with the obese condition. 
Hitherto, rodent models (including spontaneous single-gene 
loss-of-function mutation, gain-of-function mutation, trans-
genic model, polygenic models), and others generated from 
exposure to different environmental conditions have all been 
employed in the study of obesity [15-18]. However, neither of 
these models have been found to truly reflect the sequential 
order of metabolic and morphometric changes that occur in 
humans with obesity. The need for a more suitable model for 
the advancement of the study of obese condition cannot be 
overemphasized. 

The aim of this study therefore was to use a high fat diet 
(HFD) to induce obesity in male Wistar rats as a model to eval-
uate the zoometric, morphometric and atherogenic risks as-
sociated with obesity condition. In this study, we compared 
the effect of HFD with that of the standard rat chow (SRC) on 
male Wistar rat population. We measured morphometric in-
dices (e.g. the Lee/Adiposity index) and several biochemical 
indices (e.g. lipid profile, atherogenic index of plasma (AIP), 
coronary risk ratio (CRR), atherogenic coefficient (AC), and the 
atherogenic index (AI)). Finally, we evaluated possible correla-
tions between measured zoometric and atherogenic indices. 

    Materials and methods

High fat diet formulation

The high fat diet (HFD) was prepared by mixing soya-bean 
oil and melted pork tallow with commercially-obtained SRC at 
room temperature to provide 31.25% of the total energy from 
fat. This mixture was stirred to produce dispersed semi-solid 
pellets and used for feeding the HFD group. Proximate analy-
sis was undertaken on the feed to determine the proportions 
of nutrients (proteins, carbohydrate, lipid, and minerals) and 
energy densities of the HFD and standard chow (Table 1).

https://ejtcm.gumed.edu.pl/articles/204959
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Animal care and ethical considerations

In all, 40 male Wistar rats (170 ± 15 g, 8 weeks old) were 
obtained from the Department of Animal Science, Kwame  
Nkrumah University of Science & Technology (KNUST) in Ku-
masi (Ghana) and were randomly distributed into two equal 
sized groups (n = 20). The test group was fed HFD, while rats 
in the control group were fed SRC. The rats were housed in 
metal cages (5 animals per cage) at 28 ± 2 ˚C, under a cycle of 
12 hours of light and 12 hours of darkness, with free access to 
food and water for 10 weeks. The animals were housed and 
cared for under conditions in accordance with the current 
National Institute of Health (NIH) Guidelines for the Care of 
Laboratory Animals [19]. 

Zoometric measurements

During the 10 weeks period of dietary treatment, the 
rat’s body weight, nose-anal length, body mass index (BMI), 
and adiposity index were measured weekly. Body weight was 
measured to the nearest 0.01 g using a digital scale (Shanghai 
Huachao Industrial Co. Ltd, Shanghai, China). The naso-anal 
length was measured (to the nearest 0.1 cm) using plastic 
centimeter ruler (Suzhou Chaosheng Stationery Co. Ltd, An-
hui, China). The BMI and adiposity index were determined by 
calculation from the formula:

Euthanization

Before the anesthesia, final body weight of animals in 
each group was recorded. Anesthesia was achieved by in-
traperitoneal injection of 0.04 mg/g body weight of pento-
barbital (Taj Pharmaceutical Ltd, Mumbai, India). About  
5 ml of blood was collected by cardiopuncture using dispos-
able syringes (Changzou Standard Medical Devices Co., Xin-
bei – Changzou, China) into sterile blood sample vacutainers 
(Becton, Dickinson and Company, Franklin Lakes, New Jersey, 
USA). Samples were kept still for 1hr to clot, then centrifuged 
at 3000 g for 5minutes and finally the serum aliquoted into 
clean eppendorf tubes and stored at –80 °C. After successful 
cardiopuncture, some of the experimental animals were frail 
and hence were sacrificed and their cadavers were measured.

Morphometric measurements

Following successful dissection, the wet weights of the vi-
tal organs (heart, kidney, liver, pancreas), and the abdominal 

fat were measured to the nearest 0.01 g using a digital scale 
(Shanghai Huachao Industrial Co. Ltd, Shanghai, China) and 
recorded. 

Biochemical assays

The serum total cholesterol (TC), HDL, and TG concen-
trations were measured by semi-automated technique us-
ing a commercially available reagent (Fortress Diagnostics©, 
Antrim, N. Ireland) and the Kenza Max BioChemisTry analyzer 
(Biolabo Diagnostics, Maizy, France). The serum LDL-C, very 
low density lipoprotein (VLDL-C), and HDL-C/LDL-C ratio were 
calculated as below;

Nota bene: Equations (1) and (2) are used when TG is 
measured in mg/dl.

Serum atherogenic indices were calculated as follows  
[20-24]:

The serum fasting insulin levels were assayed by en-
zyme-linked immunosorbent assay (ELISA) technique using 
a commercially available kit according to the manufacturer’s 
instructions (Shanghai Chemical Ltd, Shanghai, China) and  
10 μl of serum sample.

Statistical analysis

The data from the study were analyzed using the Prism 
software version 8.0 (GraphPad software, Boston, USA). 
All continuous and discrete data were expressed as mean ± 
standard deviation. For continuous variables, group differ-
ences were determined using the student t-test or the one-
way ANOVA. The Pearson correlation and logistic regression 
analysis was used to evaluate the correlation and associations 
respectively between lipidemic indices, BMI, and atherogenic 
indices among experimental animal population after the di-
etary treatment. From the analysis, all p values < 0.05 were 
considered significant. 
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    Results and discussion

Figure 1 and Figure 2 show marked increases in average 
weight gain (BMI > 40%) and mean adiposity index (0.35) 
among the animals fed with HFD for 10 weeks, compared 
to those fed with SRC. The results are presented as mean 
 ± standard error of the mean and n represents the number of 
animals in each group (SRC group n = 20, HFD group n = 18),  
(a) p < 0.05 vs SRC group, (aa) p < 0.01 vs SRC group,  
(bb) p < 0.05 vs SRC. 

Obesity is one of the common findings from reported in 
various studies involving the treatment of subjects with high 
fat diets for extended periods [25-30]. Lozano et al., report-
ed significant weight gain among rat population treated with 
high fat only and high fat and high fructose (HFHF) diets for 
two months compared to rats rationed on SRC [24]. Despite 
the strong association established between genes and obesity 
[31-35] our findings show overtly the influence of an environ-
mental factor (HFD) on weight gain and increased BMI. In oth-
er words, long periods of HFD consumption can result in obe-
sity. As expected, our findings from Figure 2M above suggest 
an average of 40% weight gain probably due to increased ab-
dominal fat accumulation as showed in the elevated adiposity 
index for the group that received the HFD compared to the 
controls fed with SRC. Among our study animals, noticeable 
weight gains were observed from the 3rd week and through 
to the 10th week of HFD treatment. Diet induced models of 
obesity (DIO) have been successfully achieved with cafeteria, 
western, HFHF and cholesterol-rich diets in non-human pri-
mates [36-42]. Additionally, findings from our study indicate 
that HFD consumption over an extended period could be 
used as a viable alternative for induction of obesity. However, 

further research will have to be carried out to compare the 
robustness (or otherwise) of the above alternative models for 
induction of obesity in non-human primates and their relative 
suitability for studies relating to the risk factors associated 
with obesity.

Obesity is implicated as a viable risk factor to a wide 
spectrum of diseases such as non-alcoholic fatty liver disease 
(NAFLD), renal insufficiency, obesity-related cardiomyopa-
thy, cancers, immune-suppression, insulin resistance, met-
abolic syndrome, and diabetes [43-52] From the pathology 
point of view, increased visceral, subcutaneous, abdominal, 
and intra-hepatic fat accumulations are a common effect of  
obesity [53]. Our study findings in Table 2 and Figure 2 above 
show increased abdominal fat accumulation and elevated 
body adiposity among the HFD-treated animals compared to 
those on SRC respectively. This phenotype is associated with 
marked increase in plasma circulating pro-inflammatory cy-
tokines such as interleukin – 6 and α-tumor necrosis factor 
(TNF-α) [54-56] The circulating TNF-α provokes induces mi-
tochondrial damage and induces systemic oxidative stress by 
inducing increased release of reactive oxygen species (ROS), 
increased expression of TNF-receptor 2 (TNFR-2) and conse-
quent expression of vascular adhesion factors (VCAM-1 and 
ICAM-1) downstream increasing recruitment, adhesion and 
infiltration of inflammatory leucocytes hence increasing risk 
of CAD [57-60] Again, the weight of the various abdominal 
organs were significantly higher in the obese rats than in con-
trols. This finding further reveals the possible systemic effect 
of obesity on the vital organs of an organism owing to the sig-
nificant increase in the gross weights of liver, kidney, heart, 
and pancreas in the obese rats. While there is sufficient lit-
erature correlating obesity with various diseases associated 

Composition (p/p)
Standard rat chow (SRC) High-fat Diet (HFD)

 % weight % weight

Carbohydrate 41.475 30.500

Protein 18.850 17.475

Fat/lipids 1.975 31.250

Fibre 7.700 8.350

Mineral/vitamins 5.625 5.325

Energy (kCal/kg) 2590.750 4731.500

Table 1. Nutritional composition and proportions of the experimental rats’ diet obtained from proximate analysis of SRC and HFD
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Figure 1. Zoometric measurements of experimental animals
A – body weight evaluation; B – nose-anal length changes; C – body mass index (BMI) evaluation; D – mean change in body weight; 
E – mean change in nose-anal length; F – mean change in BMI after 10 weeks of dietary treatment; HFD – high fat diet; SRC – standard 
rat chow
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Figure 2. Morphometric measurements of experimental animals
HFD – high fat diet; M – evaluation of percentage body weight; N – change in adiposity index; O – change in adiposity indices; P – per-
centage change in adiposity index; SRC – standard rat chow

Table 2. Morphometric measurements of Wistar rats after 10 weeks of treatment with SRC and HFD 

Results are presented as mean ± standard error of the mean and n represents the number of animals in each group; The p-values were 
determined using the unpaired t-test, SRC versus HFD. (a) p < 0.05 was considered significant when compared against the SRC group; 
HFD – high fat diet; SRC – standard rat chow.

SRC (n = 20) HFD (n = 18) p-value

Liver weight (g) 5.68 ± 1.41 8.57 ± 3.03a < 0.01

Abdominal fat (g) 0.43 ± 0.27 5.2 ± 1.40a < 0.0001

Kidney weight (g) 0.62 ± 0.25 1.17 ± 0.08a < 0.01

Pancreas weight (g) 0. 69 ± 0.11 1.15 ± 0.45a  0.027

Weight gain/pancreas weight 36.2 ± 10.49 63.3 ± 21.57a < 0.001

Adiposity index 0.28 ± 0.08 0.35 ± 0.13a  0.042
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BMI
(< 0.65 g/cm2) 

(n = 9)

BMI
 (0.65-0.70 g/cm2) 

(n = 16)

BMI
(≥ 0.71 g/cm2) 

(n = 15)
p-value

FBG (mmol/l) 4.3 ± 0.52 4.60 ± 0.28 5.5 ± 0.69a 0.028

RBG (mmol/l) 6.20 ± 0.08 6.13 ± 0.45 6.7 ± 0.28 0.076

VLDL-C (mmol/l) 0.16 ± 0.11 0.13 ± 0.08 0.30 ± 0.06a < 0.01

TG (mmol/l) 0.80 ± 0.17 0.65 ± 0.12 1.50 ± 0.83a < 0.01

TC (mmol/l) 2.46 ± 0.13 3.01 ± 0.18 4.68 ± 1.70a 0.035

HDL-C (mmol/l) 1.20 ± 0.60 1.50 ± 0.72 1.90 ± 0.59 0.082

LDL-C (mmol/l) 0.44 ± 0.17 1.21 ± 0.05 2.10 ± 0.23a 0.017

TG/HDL-C 0.67 ± 0.33 0.43 ± 0.11 0.79 ± 0.29a 0.025

CRR 2.05 ± 0.18 2.01 ± 0.58 2.46 ± 0.73 0.069

AIP –0.176 ± 0.11 –0.366 ± 0.18 –0.102 ± 0.06a 0.022

AC 1.05 ± 0.53 1.01 ± 0.17 1.46 ± 0.68a 0.0175

AI 0.37 ± 0.04 0.81 ± 0.29 1.11 ± 0.02a 0.041

Variable Odds ratio (95% CI) p-value

AC 65.0 (68 – 648.26) < 0.001

AIP 6.0 (0.043 – 24.55) < 0.001

CRR 48 (4.993 – 461.50) < 0.001

AI 1.0 (2.56 – 229.57) < 0.001

Table 3. Biochemical characteristics of study animals 

Table 4. Odds ratio (95% confidence interval) of obesity according to the estimated atherogenic indices 

Results are presented as mean ± standard error of the mean and n represents the number of animals used in each group; The p-value 
was determined by the one-way analysis of variance; p < 0.05 was considered significant; (a) p-value < 0.05; AC – atherogenic coefficient; 
AI – atherogenic index; AIP – atherogenic index of plasma; BMI – body mass index; CRR – cardiac risk ratio; FBG – fasting blood glucose; 
HDL-c – high density lipoprotein; LDL-c – low density lipoprotein; RBG – random blood glucose; TC – total cholesterol; TG – triglyceride; 
VLDL-c – very low density lipoprotein cholesterol.

AC – atherogenic coefficient; AI – atherogenic index (LDL-c/HDL-c ratio); AIP – atherogenic index of plasma; CI – confidence interval;  
CRR – coronary risk index 
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Figure 3. Scatter plot showing significant and positive correlations between different atherogenic indices and increased BMI among 
experimental animals (r-pearson’s coefficient)  
From the above figure, the order of increasing strength of correlation among the atherogenic indices with BMI is AIP, AC, CRR, and AI 
with the strongest positive association (r = 0.28, 0.74, 0.86, and 0.87) respectively. AC – atherogenic coefficient; AI – atherogenic index; 
AIP – atherogenic index of plasma; CRR – coronary risk ratio

with these organs [61-67] there is rather a paucity of infor-
mation relating obesity to the function of the kidney, heart, 
and pancreas. Our findings shown in Tables 1 and 2 provide 
a justifiable inference for further study into how this change in 
weight could affect the gross anatomy and function of these 
organs in obesity. 

The atherogenic indices are tools to measure the risk 
for various forms of coronary artery diseases (CAD)s. Differ-
ent diseases relate differently to the conventional athero-
genic indices. In comprehensive meta-analysis, Wu et al.,  
demonstrated that atherogenic index of plasma (AIP) is inde-
pendently correlated to CAD among adult population [67].  
In another study, AIP, AC, and CRR were implicated in pre-ec-
lampsia among pregnant women [68]. Except for AIP, our  
findings shown in Table 4 suggest a significant linear rela-
tionship between BMI and the principal atherogenic indices 
namely AC, AI, and CRR. Among them, AI correlated strongly 
with obesity followed by AC, and CRR with correlation coef-
ficient (r) values of 0.8735 (p < 0.0001), 0.7459 (p < 0.0001),  
0.6811 (p < 0.0001) respectively (Figure 3). Notable among 
our findings is the strong correlation between obesity and the 
atherogenic indices (Tables 3 and 4). This corroborates the hu-

man studies that reported significant increases in atherogenic 
risks among obese cohorts [69-71]. This further underscores 
the viability of animal models for studies of human diseases.

Limitations of this study

The animal model we used and the small sample size are 
a limitation towards extrapolation of our findings to the larg-
er human population. Proximate evaluation of animal diet 
did not reveal micronutrient distributions which could have 
played a role in the observed outcomes. Lastly, this experi-
mental study was exploratory and focused primarily on corre-
lational data without exploring the undergirding mechanisms 
such as oxidative stress, inflammation, insulin resistance 
among others. Lastly, the 10-week duration of our study was 
relatively short. Perhaps, a longer duration would have been 
more appropriate to better explore the effect of diet-induced 
obesity and coronary artery diseases. These notwithstanding, 
our findings are consistent with those observed in the human 
population indicating the usefulness of our model for the fur-
ther investigations of obesity in humans. 
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Conclusion 

In conclusion, our study corroborates the findings pub-
lished in various studies that suggest that prolonged con-
sumption of HFD leads to hyperlipidemia and increased car-
diovascular risk indicated by increasing several atherogenic 
indices. This leads to increased vulnerability to heart attack, 
hypertension, and stroke.
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Abstract 

Introduction: Quality of life, social support and sexual satisfaction may change across life stages. The aim of this 
study was to assess these variables in women before, during and after pregnancy. Material and methods: The 
study was cross-sectional, and conducted online among three independent groups of women (N = 160). Standard-
ized tools were used: the WHOQOL-BREF quality of life questionnaire, Female Sexual Function Index (FSFI), and 
Berlin Social Support Scales (BSSS). Statistical analysis was performed using nonparametric tests (Kruskal-Wallis, 
Mann-Whitney U, Friedman and chi-square tests). Results: The highest level of sexual satisfaction, quality of life, 
and social support (p 0.05). A statistically significant relationship was demonstrated between the level of support 
from loved ones and satisfaction with intimate life (χ² = 21.974, p = 0.038). Conclusions: Women’s sexual satis-
faction, quality of life and social support vary, taking on different values before, during and after pregnancy. It is 
important to consider women’s needs at each stage to provide them with appropriate support and care.
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Introduction

According to the World Health Organization (WHO), sex-
ual health is “a state of physical, emotional, mental and social 
well-being in relation to sexuality; it is not merely the absence 
of disease, dysfunction or infirmity.” Looking at this multifac-
eted definition, it is worth assessing sexual satisfaction in rela-
tion to quality of life (QoL) and level of social support, because 
these are factors that interact [1-2]. Women at different times 
in their lives may feel different emotions, experience different 
sensations in both the physical and mental sphere. The great-
est number of physiological, hormonal and emotional changes 
that affect the QoL and sexual life of women can be observed 
during pregnancy and motherhood [3]. Using the results of 
the National Sexuality Report 2024, it can be stated that more 
than half of our society considers sex to be very important 
to them, while about 1/5 of respondents do not talk about 
sex at all [4]. The process of transition to motherhood may be 
associated with a number of challenges. On a sample of 398 
respondents Fuchs et al. showed that pregnancy and child-
birth significantly reduce women’s sexual activity [5]. Similar 
conclusions were also reached by scientists who analyzed the 
effect of childbirth on women’s sexuality in the first year after 
childbirth [6]. Studies show that satisfaction with women’s 
sexual life during pregnancy and after childbirth is significantly 
related to the social support they receive, relationships during 
pregnancy differ from those before pregnancy, and life satis-
faction increases after the birth of a child [7]. Support from 
a partner, family and medical personnel significantly affects 
the emotional state and mental health of women during preg-
nancy and motherhood [8-9]. It has been shown that women 
after childbirth experience not only a decrease in the level of 
sexual pleasure and emotional intimacy, but also changes in 
their body image [10-11].

The quality of a partnership relationship may be deter-
mined by many factors. It has been shown that the partner’s 
involvement in household chores and the opportunity to 
spend personal time significantly affect the quality of the rela-
tionship and women’s mental health [11]. Moreover, a study 
conducted on a sample of 1652 married couples demon-
strated that greater involvement of husbands in household 
chores was associated not only with the aforementioned bet-
ter mental health of wives, overall happiness and also with 
lower levels of marital dissatisfaction [12]. It was also shown 
that couples who devote time to common conversations and 
activities show higher levels of relationship satisfaction and 
greater emotional intimacy [13].

An equally important factor, often omitted in research, 
that may affect women’s sexuality after childbirth are obstet-
ric interventions, such as episiotomy or episiotomy. Studies 
indicate that such injuries may lead to pain during intercourse, 

a decreased sense of attractiveness, and fear of resuming sex-
ual activity [14-15].

The aim of the study was to analyze sexual satisfaction, 
QoL and level of social support of women at three moments of 
life: before pregnancy, during pregnancy and after childbirth. 
We made an effort to study the topic in a cohort of women 
before pregnancy, during pregnancy and after childbirth in 
3 independent groups to analyze differences and similarities 
between key stages of reproductive life. 

Specifically, we aimed to test the following 3 hypotheses:
1. There are statistically significant differences between 

groups of women before pregnancy, during pregnancy and 
after childbirth in terms of social support, QoL and sexual 
functioning.

2. Episiotomy or laceration significantly affects the per-
ception of the respondents’ sexuality.

3. Support from loved ones is associated with higher lev-
els of sexual satisfaction.

We also analysed the influence of the period of life on 
women’s sense of attractiveness and sexual experiences as 
well as obstacles to achieving sexual satisfaction during preg-
nancy.

    Material and methods

We conducted this study was conducted online using the 
Google Forms software (Google LLC, Mountain View, USA). 
The desired participant age range was 18-35 years. Partici-
pants were recruited on the social networking site Facebook, 
in Polish-language groups dedicated to women trying to con-
ceive, pregnant women and mothers. Participation in the 
study was anonymous and voluntary. After giving their con-
sent, respondents were invited to participate in the study and 
received a survey containing questions in the Polish language 
about basic socio-demographic data, which consisted of a to-
tal of 7 sections. The first part was a section of original general 
socio-demographic questions, followed by 3 sections of origi-
nal specific questions dedicated to women before pregnancy, 
during pregnancy and after childbirth. Then, all respondents 
completed the next 3 sections containing the following ques-
tionnaire tools: WHOQOL-BREF, Female Sexual Function Index 
(FSFI) and Berlin Social Support Scales (BSSS). Their internal 
reliability was assessed using Cronbach’s alpha coefficient and 
the obtained results were compared with data from the orig-
inal validations.

The WHOQOL-BREF is a shortened 26-item questionnaire 
for assessing the QoL in 4 domains (physical, psychological, 
social relationships and environmental), reliability of the 
questionnaire developed by WHOQOL Group (1998), over-
all reliability in validation studies was α = 0.89, with values  
α = 0.68-0.82 for individual domains [16].
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The FSFI is a scale developed by Rosen et al. assessing  
6 domains of female sexual functioning: desire, arousal, lu-
brication, orgasm, sexual satisfaction and pain during inter-
course in relation to the last 4 weeks. The reliability of the FSFI 
scale in the original study showed very high internal consist-
ency: Cronbach’s α values in individual domains ranged from  
0.82 to 0.94, and for the entire scale α = 0.97 [17].

The BSSS was developed by Schwarzer and Schutz to 
assess social support and we used the Polish version by 
Łuszczyńska and Kowalska [18]. It contains 17 general state-
ments concerning the following subscales: Perceived Availa-
ble Emotional Support, Perceived Available Instrumental Sup-
port, Need for Support and Seeking Support. The rest of the 
tool contains 15 statements referring to the person closest 
to the respondent, referring to Received Emotional Support, 
Received Instrumental Support and Received Informational 
Support. The third (optional) part of the Scales (Currently pro-
vided support) is dedicated to the person providing support 
and was not used in this study. The participants respond to 
each item by choosing 1 of 4 answers (from “completely true” 
to “completely false”). 

The respondents’ sense of attractiveness after childbirth 
was assessed based on an original question included in the 
part of the questionnaire dedicated to women after child-
birth: “Do you feel less physically attractive after childbirth 
than before?” Their responses were provided on a 5-point  
Likert scale from 1 (“definitely not”) to 5 (“definitely yes”), 
with a higher score indicating a greater decrease in the sense 
of attractiveness.

Statistical analysis was performed using Microsoft Excel 
(Microsoft, Redmond, USA) and IBM SPSS (Armonk, NY, Unit-
ed States) software as well as a script written in the Python 
language (Python Software Fundation, Wilmington, Delaware, 
USA). The tests of normal distribution we conducted depend-
ing on the size of the selected group (Kolmogorov–Smirnov 
and Shapiro–Wilk) did not show distributions consistent with 
the normal distribution among the analyzed variables. There-
fore, we verified our hypotheses using non-parametric tests: 
Kruskal-Wallis H, Mann-Whitney U, Friedman and chi-square.

In order to identify factors influencing the level of sexual 
satisfaction of women, a multiple regression analysis was per-
formed. The dependent variable was the total score on the 
FSFI scale (FSFI_Total). The model included clinical variables: 
episiotomy, type of delivery, change in sexual feelings after 
delivery and sense of attractiveness. Additionally, the level 
of social support (BSSS) was taken into account. The analysis 
used the OLS linear model (ordinary least squares), using the 
Python software. The level of statistical significance was set 
at p ≤ 0.05. Consent to conduct this study was obtained from 
the Independent Bioethics Committee for Scientific Research 
at the Medical University of Gdańsk (KB/97/2024).

    Results 

A total of 181 women participated in the study between 
July 2024 and February 2025. Responses of 21 participants 
were rejected due to meeting the age criteria of geriatric preg-
nancy (> 35 years of age) and teenage pregnancy (< 18 years 
of age) [19-20]. The study group consisted of 160 women: 50 
of them were planning pregnancy, 52 were pregnant and 58 
were after childbirth. The average age of the respondents was 
almost 27 years (M = 26.64), almost 57% (n = 91) of women 
had higher education, the majority of the respondents were 
married 50.6% (n = 81) and assessed their social and living 
situation as good – 56.25% (n = 90). 280 of all the partici-
pants experienced a miscarriage. In the group of 58 women 
after childbirth, 51.72% (n = 30) gave birth naturally, 31.04%  
(n = 18) gave birth by caesarean section, while 17.24% (n = 10)  
started labor naturally and ended it by caesarean section.  
The sense of attractiveness after childbirth changed in 65.52% 
of the respondents (n = 38). Only 13.79% (n = 8) of the re-
spondents sought help from specialists when faced with diffi-
culties related to sexual satisfaction. The detailed characteris-
tics of the study group are presented in Table 1.

The highest average scores were obtained by the re-
spondents in the subscale Actually Received Instrumental 
Support (3.51 ± 0.79), while the lowest values were recorded 
in the subscale Buffering and Protective Support (2.15 ± 0.66) 
(Table 2). The reliability of the subscales was as follows: Per-
ceived Available Support (Cronbach’s α = 0.83), Need for Sup-
port (Cronbach’s α = 0.61), and Seeking Support (Cronbach’s 
α = 0.81) [20]. In our study, the overall reliability of the BSSS 
scale calculated based on the sum of items was Cronbach’s  
α = 0.89, which indicates high internal consistency in the ana-
lyzed sample. Higher values in our own study may result from 
the homogeneity of the studied sample.

Using the WHOQOL-BREF questionnaire, it was shown 
that the average Overall Quality of Life of the examined 
women was (3.92 ± 0.85). The average Self-Rated Health was 
slightly lower than the Overall Quality of Life and amounted 
to (3.81 ± 0.83). The participants assessed their QoL in the 
Physical Domain the lowest (11.61 ± 2.05), and the Social Re-
lationship Domain the highest (14.56 ± 3.44). In the process 
of analyzing the results, it was assumed that the higher the 
number of points, the higher the level of QoL of the exam-
ined participants (Table 3). In our study, Cronbach’s α value 
was 0.93, which also indicates high internal consistency in the 
analyzed group.

The results obtained on the FSFI scale are presented in 
Table 4. Taking into account the scale cut-off points of less 
than or equal to 26 points, sexual dysfunctions were found in 
almost 35% of the study participants (n = 55; 34.4%). On the 
Overall Sexual Function Scale, women obtained an average of 
22.29 ± 7.78 points. The highest scores were obtained in the 
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Sexual Satisfaction Domain (4.52 ± 1.78), while the lowest in 
the Sexual Pain Domain (2.00 ± 1.38) (Table 4). In our study, 
we obtained the coefficient α = 0.96, which confirms the high 
reliability of the tool in our sample of 160 Polish women.

Our 1st hypothesis was that there are statistically signifi-
cant differences between groups of women before pregnancy, 
during pregnancy and after childbirth in terms of social sup-
port, QoL and sexual functioning. Analysis of the obtained 
data showed statistically significant differences between the 
study participants in terms of the level of sexual functioning, 
including sexual satisfaction (p = 0.009). Pregnant women 
showed a higher level of sexual satisfaction (M = 5.06) com-
pared to those planning a pregnancy (M = 4.54) and after 
childbirth (M = 4.02) (Table 5).

Analysis of the obtained data showed statistically signifi-
cant differences between respondents in terms of the level of 
social support, including the Perceived Available Support, (p = 
0.026), Perception Available Instrumental Support (p = 0.006), 
Actually Received Support (p = 0.048), Received Emotional 
Support (p = 0.047) and Instrumental Support (p = 0.027). 
Pregnant women showed higher levels of the indicated var-
iables compared to women planning a pregnancy and those 
who had just given birth. It was shown that pregnant wom-
en (M = 3.70) had a higher mean in the subscale Perceived 
Available Support compared to the group of women after 
childbirth (M = 3.36) and those planning a pregnancy (M = 
3.26). The group of women expecting a child also showed the 
highest mean (M = 3.57) among all the studied groups in the 
subscale Perceived Available Instrumental Support. Pregnant 
women (M = 3.62) also had higher scores on the subscale Ac-
tually Received Support compared to the other study groups. 
Pregnant women also achieved the highest mean scores (M = 
3.57) on the Emotional Support Received subscale, compared 
to women planning a pregnancy (M = 3.28) and women after 
childbirth (M = 3.21), as well as in the subscale Received In-
strumental Support (M = 3.72), whereas this result was M = 
3.45 in women planning a pregnancy and M = 3.37 in women 
after childbirth. Detailed results regarding social support in 
the studied subgroups are presented in Table 6.

Statistically significant differences were found between 
the 3 study groups in terms of the level of QoL, including all its 
subscales: Overall Quality of Life (p = 0.004), Self-Rated Health 
Status (p = 0.001), Physical Domain (p = 0.013), Psychological 
Domain (p = 0.001), Social Relationships Domain (p = 0.014) 
and Environmental Domain (p = 0.001). Pregnant women 
showed higher QoL in all subscales compared to women plan-
ning a pregnancy and after childbirth (Table 7).

Our 2nd hypothesis was that episiotomy or laceration 
significantly affects the perception of the respondents’ sex-
uality. Statistical analysis was performed among postpartum 
women (n = 58), who were divided into two groups. The first 
group consisted of women who had experienced an incision 

or tear of the perineum (n = 25), while the second group did 
not experience any of the indicated situations (n = 33). There 
were no statistically significant differences between the stud-
ied groups in any of the domains assessing sexual functioning 
(Table 8).

Our 3rd hypothesis was that support from loved ones is 
associated with higher levels of sexual satisfaction. The chi-
square test result showed a statistically significant relation-
ship between support from close ones and satisfaction with 
intimate life (χ2 = 21.974, p = 0.038). Women who rated their 
intimate life as “good” were more likely to rate support from 
close ones as definitely good compared to other levels of sat-
isfaction with intimate life (Table 9).

The analysis of differences in the assessment of the body 
before, during and after childbirth among the respondents 
showed statistically significant differences (p = 0.001). The 
surveyed women assessed their bodies better before preg-
nancy (M = 7.91) than during pregnancy and after childbirth 
(M = 1.29). The effect of the strength of the relationship be-
tween variables is strong (r = 0.73) (Table 10).

In order to identify variables that best predict women’s 
level of sexual satisfaction (FSFI), we conducted multiple re-
gression analysis taking into account clinical factors such as 
episiotomy, type of delivery, change in sexual feelings after 
childbirth, sense of attractiveness and the level of social sup-
port measured by the BSSS. The regression model was sta-
tistically significant (p < 0.001) and its fit was estimated at  
R² = 0.29, which means that it explains 29% of the variance in 
the level of sexual satisfaction. Among the clinical variables, 
type of delivery (p = 0.090) and change in sexual sensations 
after delivery (p = 0.090) approached statistical significance, 
indicating the potential importance of these factors in reduc-
ing sexual satisfaction.

    Discussion

The reproductive period is a special time for women, dur-
ing which a number of physical and mental changes occur. 
Research from 2023 conducted in 32 countries by the Ipsos 
Group showed that only 63% of all respondents declared sat-
isfaction with their sexual life, with the highest percentage 
result recorded in China (79%), while in Poland this result 
amounted to 60% of respondents [21].

The analyzed study indicates the need to deepen knowl-
edge in this area, identify factors influencing this condition 
and find ways to improve it. There is widely believed in the 
society that sexual satisfaction after childbirth can be influ-
enced and reduced by an incision or tearing of the perineum. 
However, we did not find statistically significant results that 
would confirm this thesis. The conducted multiple regression 
analysis showed that the type of delivery and the subjective 
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Age

18-23 years old 19%

24-29 years old 56%

30-35 years old 25%

Education level

Primary 1%

Secondary 40%

Vocational 2%

Higher 57%

Social and living 
situation

Very good 29%

All right 56%

Average 14%

Very bad 1%

Place of residence

Village 30.6%

City up to 50 thousand inhabitants 16.3%

City 50-250 thousand inhabitants 16.9%

City of 250-500 thousand inhabitants 10.6%

City with more than 500 thousand inhabitants 25.6%

Marital status

Virgin 17.5%

In an informal relationship 30.6%

Married 50.6%

Divorced 1.3%

BSSS subscale M (SD) Me Min Max

Perceived Available Support 3.35 ± 0.67 3.50 1.00 4.00

Perceived Available Emotional 
Support 3.26 ± 0.69 3.37 1.00 4.00

Perceived Available Instrumental 
Support 3.44 ± 0.73 3.75 1.00 4.00

Need for Support 3.01 ± 0.59 3.00 1.00 4.00

Seeking Support 2.96 ± 0.68 3.00 1.00 4.00

Actually Received Support 3.41 ± 0.69 3.66 1.00 4.00

Received Emotional Support 3.36 ± 0.70 3.65 1.00 4.00

Received Instrumental Support 3.51 ± 0.79 4.00 1.00 4.00

Received Informational Support 3.35 ± 0.79 3.50 1.00 4.00

Buffering and Protective Support 2.15 ± 0.66 2.16 1.00 4.00

Table 1. Socio-demographic data of the respondents

Table 2. Basic statistics of the results obtained in the individual subscale Berlin Social Support Scale (BSSS) (n = 160)

M – mean; Max – the highest value of the distribution; Me – median; Min – the lowest value of the distribution; N – number; 
SD – standard deviation 
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WHOQOL-BREF subscale M (SD) Me Min Max

Overall Quality of Life 3.92 ± 0.85 4.00 1.00 5.00

Self-Rated Health 3.81 ± 0.83 4.00 1.00 5.00

Physical Domain 11.61 ± 2.05 12.00 5.71 16.57

Psychological Domain 13.82 ± 2.06 14.00 7.33 18.67

Social Relationships Domain 14.56 ± 3.44 15.33 4.00 20.00

Environmental Domain 14.50 ± 2.60 14.50 5.00 20.00

FSFI subscale M (SD) Me Min Max

Desire Domain 3.46 ± 1.04 3.60 1.20 6.00

Arousal Domain 3.99 ± 1.74 4.50 0.00 6.00

Lubrication Domain 4.43 ± 1.96 5.40 0.00 6.00

Orgasm Domain 3.86 ± 1.99 4.40 0.00 6.00

Sexual Satisfaction Domain 4.52 ± 1.78 5.20 0.80 6.00

Sexual Pain Domain 2.00 ± 1.38 1.60 0.00 6.00

Overall Sexual Function 22.29 ± 7.78 25.30 2.00 32.80

FSFI subscale

Respondents 
planning 

pregnancy  
(n = 50)

Respondents 
during pregnancy 

(n = 52)

Respondents 
after delivery 

(n = 58) H Kruskal- 
Wallis P

M M M

Desire Domain 3.61 3.54 3.26 2.915 0.233

Arousal Domain 4.12 4.44 3.49 5.165 0.076

Lubrication Domain 4.78 4.88 3.74 8.363 0.015*

Orgasm Domain 4.04 4.15 3.45 1.736 0.420

Sexual Satisfaction Domain 4.54 5.06 4.02 9.318 0.009 **

Sexual Pain Domain 2.25 1.90 1.86 4.192 0.123

Overall Sexual Function 23.36 23.98 19.85 4.631 0.099

Table 3. Basic statistics of the results obtained in the individual subscales of the WHOQOL-BREF (n = 160)

Table 4. Basic statistics of the results obtained in the individual subscales of the Female Sexual Function Index (FSFI) (n = 160)

Table 5. Sexual functioning in the studied groups of women (n = 160)

M – mean; Max – the highest value of the distribution; Me – median; Min – the lowest value of the distribution; N – number;  
SD – standard deviation 

M – mean; Max – the highest value of the distribution; Me – median; Min – the lowest value of the distribution; N – number;  
SD – standard deviation 

* p < 0.05, ** p < 0.01 **
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WHOQOL-BREF 
subscales

Participants 
planning 

pregnancy  
(n = 50)

Participants 
during pregnancy 

(n = 52)

Examined 
after delivery 

(n = 58) H Kruskal- 
Wallis P

M M M

Overall Quality of Life 3.68 4.19 3.91 10.959 0.004**

Self-Rated Health 3.56 4.17 3.74 14.969 0.001**

Physical Domain 11.39 12.35 11.14 8.722 0.013*

Psychological Domain 13.18 14.69 13.58 14.973 0.001**

Social Relationships Domain 14.32 15.79 13.67 8.516 0.014*

Environmental Domain 13.69 16.00 13.86 27.779 0.001**

Table 7. Quality of life level with subscale WHOQOL-BREF in the study group (n = 160)

* p < 0.05, ** p < 0.01 **

* p < 0.05, ** p < 0.01 **

BSSS subscale

Participants 
planning 

pregnancy  
(n = 50)

Tested during 
pregnancy  
(n = 52)

Examined 
after delivery 

(n = 58) H Kruskal- 
Wallis P

M M M

Perceived Available 
Support 3.26 3.70 3.36 7.320 0.026*

Perceived Available 
Emotional Support 3.21 3.44 3.13 5.181 0.075

Perceived Available 
Instrumental Support 3.23 3.57 3.25 10.179 0.006**

Need for Support 2.97 3.03 3.02 0.235 0.889

Support Seeking 3.01 2.97 2.90 0.493 0.782

Actually Received 
Support 3.33 3.62 3.27 6.087 0.048*

Actually Received 
Emotional Support 3.28 3.57 3.23 6.122 0.047*

Actually Received 
Instrumental Support 3.45 3.72 3.37 7.244 0.027*

Actually Received 
Informational Support 3.28 3.58 3.21 4.959 0.084

Protective Buffering 
Scale 2.17 1.98 2.28 5.462 0.065

Table 6. Social support in the studied subgroups (n = 160)
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Variable

Participants who had an 
episiotomy or perineal tear  

(n = 25)

Participants who did not have 
episiotomy or perineal tear  

(n = 33) P

M M

Desire Domain 2.97 3.49 0.136

Arousal Domain 3.58 3.42 0.969

Lubrication Domain 4.06 3.50 0.450

Orgasm Domain 3.55 3.38 0.936

Sexual Satisfaction 
Domain 4.22 3.86 0.561

Sexual Pain Domain 2.01 1.75 0.301

Overall Sexual Function 20.42 19.42 0.820

Variable

Support Rating

Total

Rather bad I have no 
opinion Rather good Definitely 

good

N % N % N % N % N %

Are you satisfied 
with your 
intimate life?

Definitely not 1 100% 0 0.0% 3 14.3% 1 3.1% 5 8.6%

Rather not 0 0.0% 2 50.0% 5 23.8% 2 6.3% 9 15.5%

Hard to say 0 0.0% 1 25.0% 3 14.3% 7 21.9% 11 19.0%

Rather yes 0 0.0% 1 25.0% 8 38.1% 14 43.8% 23 39.7%

Definitely yes 0 0.0% 0 0.0% 2 9.5% 8 25.0% 10 17.2%

Total 1 100.0% 4 100.0% 21 100.0% 32 100.0% 58 100.0%

Table 8. Perineal incision or laceration and sexual functioning of the studied women (n = 58)

Table 9. Support from close ones and satisfaction with intimate life in the study group – chi-square test (n = 58)

Table 10. Body assessment before pregnancy, during pregnancy and after delivery in the studied subgroups

* p < 0.05, ** p < 0.01 **

χ2 – Friedman test; df – degrees of freedom; M –mean, W – Kendal’s W; * p < 0.05; ** p < 0.01** **

Variable M χ2 Df P W

Pre-pregnancy body assessment 7.91

85.609 2 0.001** 0.73Body assessment during pregnancy 6.44

Post-pregnancy body assessment 1.29
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change in sexual feelings after childbirth may be factors in-
fluencing the decrease in sexual function. Despite the lack of 
significance of individual scale items (BSSS), the inclusion of 
social support in the regression model increased its explan-
atory power, suggesting that the overall relational and emo-
tional climate may play an important role in women’s sexual 
well-being. 

In a 2018 study conducted by O’Malley et al., 46.3% of 
postpartum women reported a lack of interest in sexual ac-
tivity, which was influenced by: dyspareunia (37.5%, under-
stood as pain before, during or after intercourse), lack of lu-
brication and dissatisfaction with the appearance of their own  
body [22]. In this study, women asked about changes in their 
sexual life during pregnancy declared: both decreased and in-
creased libido, less freedom of movement, a limited number 
of sexual positions and increased body sensitivity. The great-
est difficulties in sexual life during pregnancy among the re-
spondents were: general fatigue, nausea, back pain, swollen 
legs, the size of the belly that makes it difficult to move freely 
and problems with choosing a sexual position. When asked 
about changes and the greatest difficulties in sexual life after 
pregnancy, respondents declared: pain during intercourse, 
low satisfaction with appearance after childbirth, general 
fatigue and lack of desire for sex. The available review study 
from 2024 confirms a decrease in sexual drive after child-
birth, an increase in perineal pain and dyspareunia, as well as 
a lower intensity and shorter duration of orgasm in the first 
3 months after childbirth [23]. It is worth emphasizing that 
numerous studies indicate a strong relationship between so-
cial support and the level of sexual satisfaction. The role of 
the positive influence of support from close people, a good 
relationship with the partner and a stable emotional state are 
emphasized, as well as their importance in the context of the 
perceived sexual satisfaction, which was also confirmed in the 
conducted study [24-26].

Scientific research also indicates a high need for social 
support among women during pregnancy and after child-
birth. In a cross-sectional study conducted in 2024 Nazzal 
et al. showed that there is a positive, statistically significant 
relationship (p < 0.05) between social support and the level 
of QoL, which is consistent with our results. Pregnant wom-
en experience greater social support than women before 
pregnancy and after childbirth [27]. The same results were 
obtained by Emmanuel et al., showing that social support is 
a significant and consistent predictor of higher health-related 
quality of life (HRQoL) in women in the perinatal period [28]. 
Gebuze et al. showed that social support is a significant fac-
tor influencing life satisfaction in pregnant Polish women and 
after childbirth. Women who received greater social support 
reported a higher level of life satisfaction [7]. Zhou et al. ob-
tained different results in their study: the surveyed women 
declared a reduced sense of social support during pregnancy 

and perinatal period. The COVID-19 pandemic that took place 
at that time could have had a significant impact on various 
results, through the restrictions and the resulting reduction 
in social contacts contributed to a significant deterioration 
in the mental state of women [29]. In addition, Faleschini  
et al. demonstrated that support received from a partner and 
family has a positive effect on a woman, which is a protec-
tive factor against postpartum depression and translates into 
increased physical activity and maintaining healthier eating 
habits, which in turn prevents obesity [30].

Our results showed that pregnant women assess their 
QoL higher and their overall health better compared to oth-
er groups. This may be influenced by the perception of preg-
nancy as a special period in a woman’s life. Despite the ac-
companying physical ailments, women experience increased 
care from their environment during this time and are more 
motivated to lead a healthy lifestyle. A healthy diet, adequate 
sleep and avoiding stimulants are factors that can influence 
a better self-assessment of their condition. The obtained re-
sults are consistent with the Iranian study by Mortazavi et al., 
which showed that women’s QoL increases in the third tri-
mester of pregnancy, mainly in the psychological and social 
sphere, which according to the authors is strongly related to 
greater support from loved ones and preparations for child-
birth. In turn, after childbirth, the QoL often deteriorates, es-
pecially in the first months, when women struggle with phys-
ical exhaustion, hormonal changes and lack of sleep/time for 
regeneration [31].

Our results indicate that women evaluate their bodies 
much better before pregnancy than during pregnancy and 
after childbirth. These differences are statistically highly sig-
nificant and confirm the observations from previous studies, 
which show the impact of physical and psychological chang-
es related to pregnancy and motherhood on the perception 
of one’s own body. A number of hormonal and anatomical 
changes occur in a woman’s body during pregnancy, e.g. body 
weight increases, body posture changes, swelling and stretch 
marks appear. Although these changes are physiological and 
natural, women often find it difficult to come to terms with 
the loss of their pre-pregnancy image, which is associated 
with a lower mood and lack of acceptance of their own body 
[10, 32].

Limitations of this study

Our study group involved 160 women and due to its size it 
might not reflect trends in the greater population. In addition, 
the study was made available only online on websites dedi-
cated for women who were either planning to have a child, 
were pregnant or were postpartum. The women were at dif-
ferent stages of declared pregnancy, which could also have 
influenced the answers provided and the results obtained. 
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Another limitation of the study is the lack of measurement 
of depressive symptoms, which are common in the perinatal 
period and could affect the level of sexual satisfaction. In the 
future, it is worth including this variable as a control. Despite 
the obtained results indicating certain tendencies in the study 
group, the researchers point to the justification for continuing 
the conducted research. There is a need to increase the sam-
ple size, as well as further explore the discussed issues, taking 
into account additional variables (e.g. the aforementioned 
depressive symptoms).

Conclusions

1. Pregnant women experience higher levels of sexual 
satisfaction compared to women before and after pregnancy.

2. The surveyed pregnant women showed higher levels 
of perceived available support (instrumental support dimen-
sion) and received support (emotional and instrumental sup-
port dimension) compared to women planning a pregnancy 
and after childbirth.

3. Pregnant women assess their health, mental health, 
social relationships and overall QoL higher than other studied 
groups.

4. Medical intervention in the form of vaginal incision or 
laceration during childbirth has no effect on a woman’s sexual 
functioning (the correlations were not statistically significant).

5. Women who rated their intimate life as good were 
more likely to rate the support of loved ones as definitely 
good, compared to women with other levels of satisfaction 
with intimate life.

6. The surveyed women rated their bodies significantly 
higher before pregnancy than during pregnancy and after 

childbirth. Changes in appearance can be a challenge on the 
path to motherhood. It is reasonable to support women in 
accepting their bodies through social support and education 
on the physiological changes that occur in a woman during 
pregnancy and after childbirth.

7. Both physical factors (e.g. mode of delivery) and psy-
chosocial factors (e.g. perception of sexual sensations, social 
support) should be taken into account in perinatal care and in 
educational activities (e.g. childbirth classes) aimed at women 
and their partners.

8. More research is needed in orther to further explore 
the above-mentioned issues and to include new variables 
(e.g. symptoms of depression).
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Abstract 

Flow cytometry (FC) represents a pivotal technique in the domain of biomedical research, facilitating the analysis 
of the physical and biochemical properties of cells. The advent of artificial intelligence (AI) algorithms has marked 
a significant turning point in the processing and interpretation of cytometric data, facilitating more precise and 
efficient analysis. The application of key AI algorithms, including clustering techniques (unsupervised learning), 
classification (supervised learning) and advanced deep learning methods, is becoming increasingly prevalent. 
Similarly, multivariate analysis and dimension reduction are also commonly attempted. The integration of advan-
ced AI algorithms with FC methods contributes to a better understanding and interpretation of biological data, 
opening up new opportunities in research and clinical diagnostics. However, challenges remain in optimising the 
algorithms for the specificity of the cytometric data and ensuring their interpretability and reliability.
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Introduction

Flow cytometry (FC) is a technique that enables rapid 
analysis of large numbers of cells in suspension by measuring 
the light scattered by the cells and fluorescence emitted by 
fluorochromes conjugated to antibodies [1-2]. The two main 
detectors are the forward scatter channel (FSC) which detects 
scattering along the laser beam, determining the size of par-
ticle and the side scatter channel (SSC) which measures scat-
tering at 90°, thus assessing the granularity of the cells [3-4]. 
Other detectors measure the fluorescence produced by exci-
tation of the fluorochrome with laser beam of the appropriate 
wavelength [3, 5].

FC is used in research and clinical laboratories for the 
assessment of cell surface antigen and intracellular antigen 
expression, enzyme activity gene expression and mRNA tran-
scription [6]. This method permits the assessment of the cell 
cycle, mitochondria and cellular processes (e.g. apoptosis, au-
tophagy, and cell ageing). It allows the quantification of bio-
logical substances in various body fluids, including serum and 
cerebrospinal fluid. FC allows not only the collection and anal-
ysis of data about cells, but also the sorting of cells based on 
the principle of deflecting flowing particles according to their 
electrical potential [6]. The degree of purity obtained is great-
er than 99%. This method is also employed to isolate rare cell 
populations, including cancer cells, fetal erythrocytes, and ge-
netically modified cells [6-7]. The FC technique can be adapt-
ed for the detection, characterisation and enumeration of 

microorganisms in aqueous matrices, as well as somatic and 
bacterial cells in milk [8]. In medicine, FC is most widely used 
in haematology and oncology, specifically in cancer diagnosis, 
classification and monitoring treatment [7].

Despite the technological developments in FC, data analy-
sis remains a key problem, requiring both standardisation and 
automation [9]. The aim of this article is to present the po-
tential of AI algorithms in the analysis of cytometric data and 
the problems that still need to be solved to fully automate the 
process of analyzing this type of data.

Manual analysis of cytometric measure-
ments

Manual gating still is the primary method for analysing 
the results. This step is essential for obtaining relevant in-
formation about the cells under study, whether the goal is 
to study the phenotype of a population or to identify the in-
ternal structures of cells [10]. In the case of the analysis of 
peripheral blood cells, such as lymphocytes, an FSC vs. SSC 
plot is initially constructed, which facilitates the distinction of 
the primary cell populations based on their size and granular-
ity. Once the groups of cells of interest have been selected by 
setting up further gating, the expression of surface markers in 
fluorescence plots can be analysed. The manual gating pro-
cess is complicated, time-consuming, subjectiveand requires 
advanced knowledge and experience [11-13].

Figure 1. Schematic of manual analysis of cytometric data using peripheral blood mononuclear cells (PBMC) sample as an example
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Material and methods

The article is based on a review of the literature available 
in PubMed (biomedical research publications) and IEEE Xplore 
(broad access to technical literature in engineering and com-
puter science). The analysis included articles on the applica-
tion of machine learning algorithms to cytometric data analy-
sis, including methods for mining and interpreting FC data. All 
included publications were selected for their relevance to the 
development of ML tools in this field. 

Application of AI in cytometric data anal-
ysis

The use of artificial intelligence (AI) algorithms to auto-
mate the analysis of cytometric measurement data is becom-
ing more common. This approach aims to reduce processing 
time and improve error resilience compared to manual meth-
ods. These algorithms mainly rely on clustering techniques, 
which involve dividing data based on specific criteria [14]. 
Clustering includes both classification (data is assigned to pre-
defined classes) and clustering (natural groups in data without 
prior labels). Dimensionality reduction methods (e.g. princi-

pal component analysis, t-distributed stochastic neighbour 
embedding and uniform manifold approximation and projec-
tion) are also increasingly used.

Clustering techniques – unsupervised 
machine learning

Unsupervised learning, unlike supervised learning, oper-
ates on unlabeled data, identifying patterns and structures 
without pre-assigned categories.

k-means

The first clustering algorithm used for analyzing cytomet-
ric data was k-means [15-16]. This iterative algorithm identi-
fies data points with similar features around a central point 
called the ‘centroid’. Points closest to the centroid are grouped 
together, forming clusters. Distance is crucial in this algorithm 
and can be defined in various ways, but it is often the small-
est sum of distances between the centroids and observa- 
tions [17]. K-means involves several steps: selecting the num-
ber of clusters, initializing centroid positions, assigning each 
data point to the nearest centroid based on distance, recalcu-

Figure 2. Artifical Intelligence (AI) algorithms currently applicable to the analysis of cytometric measurements in analysis

Figure 3. Visualisation of the operation of k-means clustering algorithm
A – before the application of k-means; B – effect of the algorithm
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lating centroids, and repeating these steps until the centroids’ 
positions stabilize or a stopping condition is met [15, 17].

K-means is a straightforward and effective clustering 
method, but it faces challenges like computational scalability, 
which can limit its use in analyzing cytometric data [18]. This 
algorithm requires substantial computation, with processing 
time increasing with the number of data points, clusters, and 
iterations, making it inefficient for large datasets like those 
from FC. Scalability can be improved by modifying the method 
to initialize centroids more efficiently or by using random data 
samples to update the centroids faster. Additionally, parallel 
computing is explored to further enhance scalability [19-20].

Another disadvantage of k-means is the need for the user 
to predefine the number of clusters [18]. Cytometric data are 
often characterised by a complex structure, which makes it 
difficult to determine the number of clusters, and choosing 
the wrong number of clusters can affect the biological inter-
pretation of the results due to both under- and overestima-
tion of their actual number [21]. When using the k-means 
algorithm, it is important to remember that it assumes the 
sphericity of the clusters and their separation [18]. These 
assumptions can be a disadvantage in the case of cytomet-
ric data obtained from peripheral blood cell measurements 
such as peripheral blood mononuclear cells (PBMC). This is 
because the cluster structure of these data is usually complex. 
PBMCs include different types of cell populations character-
ised by irregular distributions in the multidimensional feature 
space which may be caused, for example, by the fluorescence 
intensity of different surface markers [22]. At the same time, 
some cell populations have features that may lead to over-
lapping clusters causing the assumption of separation to fail.

A number of methods used in attempts to automate cy-
tometric analysis have conceptual similarities to k-means or 
directly apply this algorithm. These methods include Flow-
Clust, FlowMerge and FlowMeans [23-25]. Methods based on 
the k-means algorithm are often benchmarked and improved. 
The FlowMerge and flowClust algorithms were found useful in 
identifying cell populations in real clinical data from patients 
with chronic lymphocytic leukemia [23]. It was also pointed 
out that there were some difficulties in identifying clusters 
compared to other methods when evaluating their work with 
synthetic data [24].

Gaussian Mixture Model (GMM)

GMM is a probabilistic model that assumes data are gen-
erated from specific probability distributions [36]. It models 
data as a mixture of Gaussian components, each represent-
ing a cluster, estimating parameters like mean, variance and 
cluster weights to determine the likelihood of data points be-
longing to each cluster [37]. This makes GMM suitable for bio-
medical data analysis, including FC [38]. GMM is effective for 

clustering multimodal data with unknown cluster numbers, 
performing well with both continuous and discrete data, par-
ticularly when multiple peaks are present [39-40]. Cytometric 
data, such as PBMC phenotypes, often exhibit multimodality, 
making GMM ideal for identifying distinct cell populations, 
regardless of subtle differences [41-43]. The algorithm excels 
with continuous data and the Dirichlet Process Gaussian Mix-
ture Model, an extension of GMM, handles unknown clus-
ter numbers, automatically detecting clusters based on data 
structure [44-45].

HDBSCAN

Hierarchical Density-Based Spatial Clustering of Applica-
tions with Noise (HDBSCAN) is a density-based clustering al-
gorithm [26-27] that groups closely located points and identi-
fies outliers as noise. Unlike k-means, the HDBSCAN does not 
require a predetermined number of clusters, which makes 
it useful for analysing cytometric data when the number of 
subpopulations is unknown [27]. HDBSCAN adapts to differ-
ent densities, identifies clusters of different shapes, but re-
quires the definition of a minimum number of points to form 
a cluster and a distance measure [27]. This algorithm uses 
a hierarchical approach to clustering, assessing data member-
ship based on their position in the cluster tree structure [28]. 
Points form a cluster if they are sufficiently densely packed, 
while points that do not meet the density criteria, i.e. without 
a sufficient number of neighbours within a certain radius, are 
treated as noise and remain unassigned [29-30]. 

HDBSCAN starts by calculating the distance of each point 
to its nearest neighbour, estimating the local density. Based 
on these distances, it creates a graph in which the points are 
vertices and the edges have weights corresponding to the dis-
tances of each other. This graph is used to create a minimum 
spanning tree, from which the edges with the lowest weights 
are iteratively removed, splitting the clusters [31]. Small clus-
ters are labelled as noise and larger clusters are given new 
labels. Finally, the algorithm identifies the most stable clusters 
as the final result [30, 32]. Despite its efficiency, the HDBSCAN 
algorithm has a high computational complexity [28-30], mak-
ing it slower than k-means [30].

Automated analysis of cytometric data in oncology is 
crucial for faster and more objective patient monitoring. 
The combination of uniform manifold approximation and 
projection (UMAP) and HDBSCAN simultaneously reduces 
data dimensionality and identifies clusters in AML samples, 
effectively detecting blasts and improving monitoring of 
minimal residual disease. This approach is superior to tradi-
tional supervised methods, particularly with limited data and 
high variability of leukemic cells [33]. It was also suggested 
that the HDBSCAN algorithm is useful for the analysis of mi-
tochondrial features by FC [34]. HDBSCAN is used to identify 
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cell populations for cytometric analysis in some commercial 
programmes, although specific implementations vary de-
pending on the specifics of the tool and analytical require- 
ments [25, 35].

Classification techniques – supervised 
machine learning

Random forests 

Random forest is one of the algorithms of supervised 
machine learning. The algorithm was developed by Breiman 
et al. [46]. It may be useful to conceptualise the structure of 
the proposed algorithm in terms of the organisation of a nat-
ural forest. A random forest is composed of individual trees, 
with each tree functioning as a classifier. These trees operate 
simultaneously to produce a collective classification output. 
This outcome is determined by a process of “voting” between 

the trees, with the result being the classification assigned to 
the input data.

The random forest algorithm is based on decision trees, 
which represent sets of decisions to solve problems. Decision 
trees consist of branches and nodes [47]. Key node types in-
clude: root (initial division), internal (specific choices), and 
leaf (final observations). Branches represent decision paths.

There are several learning algorithms for decision trees, 
including: Id3, C4.5, CART, CHAID [48]. Decision trees are not 
complex structures, their implementation is relatively straight-
forward and does not require the appropriate scaling of fea-
tures. They demonstrate high precision and accuracy in classi-
fication tasks, which is worth considering in analysis of FC data. 
On the other hand, they are not suitable for working on small 
datasets which can be a limitation in FC data analysis [49].  
Presentation of the structure and functioning of decision 
trees is important in the context of the random forest algo-
rithm because as mentioned earlier, random forests consist of 
multiple decision trees. The basic mechanism responsible for 

Figure 4. The HDBSCAN clustering algorithm
A – scatter plot showing data points distributed across different feature space regions; B – darker colours indicate higher point concen-
tration, suggesting potential clusters; lighter shades indicate lower density, possibly noise; C – graph where points are connected by 
edges weighted by their distances; D – HDBSCAN-identified clusters, with dense region points forming clusters and others labelled as 
noise (grey)
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the generation of random forests is bagging (bootstrap aggre-
gation), a method introduced by Breiman et al. [50]. It gener-
ates multiple predictor versions and later aggregates them. In 
random forests, bagging creates independent decision trees, 
each trained on unique bootstrap samples (random data 
samples with repetitions) [50]. The classification outcome is 
determined through a process known as majority voting. The 
technique of majority voting is a method of combining the 
predictions of results from multiple classifiers. Each decision 
tree “votes” for a class, and the class with the most votes be-
comes the final prediction [51-52]. This algorithm can be used 
as a classifier in cytometric data analysis.

Random forest, is an easy-to-implement machine learning 
algorithm, excels at detecting meaningful data patterns [53]. 
It can reveal subtle features often overlooked by traditional 
statistical methods. Those features are often crucial in the 
context of a medical diagnosis [54]. In one study, a random 
forest model was implemented to identify significant details 
within the acquired cytometric data, with the objective of 
increasing the accuracy of diagnosis. Researchers collected 
blood samples from 230 individuals, including those with 
myelodysplastic syndromes (MDS) and healthy controls. They 
then used FC to evaluate the cellular composition of these 
samples. A random forest model was utilized to analyse the 
collected cytometric data, facilitating the more accurate de-
tection and classification of significant cellular patterns asso-
ciated with MDS [54]. The ability of random forests to identify 
subtle relationships in complex, multi-parameter data has en-
abled researchers to diagnose the presence of myelodysplas-

tic syndromes with greater accuracy. The model achieved 92% 
classification accuracy, a high and satisfactory result. The ran-
dom forest algorithm is relatively resistant to overfitting, a sit-
uation in which the machine learning model provides good re-
sults based on the data on which it was trained, but is instead 
ineffective in analysing new, previously unseen data [55].  
FC data can include many features (markers) for each cell, and 
the number of cells analysed is very large [56]. In such com-
plex datasets, it is easy to have random patterns that can be 
misleading and lead to over-fitting, particularly when using 
simpler models such as single decision trees. Random forests 
are easy to interpret [53]. This is a major advantage in the con-
text of cytometric data analysis. It helps to understand which 
features contribute to the classification of different cell popu-
lations. This makes it possible to identify biologically relevant 
markers [57], which is essential in the context of medical di-
agnostics and biomedical research. The model, which is sim-
ple to interpret, also makes it easier to verify results, which 
increases the reliability and precision of analyses.

While the random forest algorithm offers a number of 
advantages, it is not free from limitations that may affect its 
effective application in FC data analysis. A significant limita-
tion of machine learning models is their high computational 
cost [58]. Cytometric data is frequently large and complex 
and multidimensional. As a result, training models based on 
this type of data can be costly and challenging from an eco-
nomic perspective. Although random forests are resistant to 
over-fitting, in some cases they can be prone to this problem, 
especially when working with data containing a lot of noise. 

Figure 5. Visualization of a decision tree from Random Forests algorithm
The step-by-step classification process is shown through a series of decision nodes (yellow, green) and final classification outcomes at 
the leaf nodes (blue). The paths illustrate how data is split based on feature thresholds to reach the final decision.
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In the context of FC, we can interpret noisy data as data with 
measurement errors or issues caused by sample heterogene-
ity or biological variability [59-60], all of which can affect the 
generation and propagation of errors in the classification per-
formed by the model.

Support Vector Machines (SVM)

SVM was first introduced by Cortes and Vapnik et al. in  
1995 [61]. The model was intended to be an effective alterna-
tive to the neural networks, which were still in development 
and presented certain technical challenges. SVM involves com-
plex mathematical concepts including hyperplanes, margins, 
support vectors, kernels, and optimization. A hyperplane is 
a linear decision function that allows separation of data class-
es from each other. The prefix “hyper” indicates that this plane 
refers to multiple dimensions. For n dimensions, a hyperplane 
will take on (n–1) dimensions [61]. The margin is the distance 
between the hyperplane and the nearest data point [48].  
Support vectors are data points that are located on a hyper-
plane. Optimization is the process of finding a hyperplane with 
as much margin as possible to best separate data points [62].  
A kernel is a mathematical function that enables the transfor-
mation of data from a lower-dimensional space into a higher- 
-dimensional space, allowing for the separation of the  
data [62]. In the context of FC data, an illustrative example 
would be the separation of cells in a PBMC graph with FSC  
and SSC parameters. In the two-dimensional space of the 
graph, it is not possible to linearly separate these cells. 
However, the kernel can be used to move the data points to 
a three-dimensional space, where it is possible to linearly sep-
arate them. The addition of an extra dimension allows for the 
creation of a hyperplane that can better represent the data-
set.

SVM are particularly effective in classification tasks that 
require the detailed separation of data. One illustrative exam-
ple is the use of a SVM as a classification tool for identifying 
circulating tumour cells (CTCs) in the bloodstream. In one 
study, blood samples were collected from 41 healthy individ-
uals and 41 patients with colorectal cancer, and CTCs were 
counted on the basis of the results obtained from FC. An SVM 
classifier based on the number of CTCs was developed and 
achieved an 82.3% accuracy [63]. It has been demonstrated 
that the application of this cytometric data in the context of 
SVM learning can facilitate the effective differentiation be-
tween healthy and cancerous blood samples. The high per-
formance of this model suggests its potential future use as 
a non-invasive cancer screening tool. SVM models are also 
suitable for identifying the presence of rare cells in peripheral 
blood. In one study, an SVM model was developed to identify 
rare cell types in FC data and it demonstrated an accuracy of 
69%, compared to traditional manual classification. This tool 
could be used in the future for more precise analysis of FC 
data, particularly in the identification of rare cell types, which 
may be important in both disease diagnosis and therapy mon-
itoring [64].

Despite their benefits, SVMs have limitations, particularly 
with data imbalance. FC datasets often contain underrepre-
sented cell types, leading SVMs to create hyperplanes biased 
towards majority types, which may not be optimal for less 
abundant cell types [65]. Cytometric data are typically multi-
dimensional and complex, necessitating careful kernel selec-
tion and parameter tuning to optimize model performance. 
This process, though time-consuming, is crucial to prevent 
over- or under-fitting [66-69]. Additionally, SVMs’ computa-
tional complexity in high-dimensional spaces can be a draw-
back, particularly in large cytometric datasets where rapid 
analysis is required [61, 70]. 

Figure 6. Visualisation of the implementation of Random Forests 
A – before the application of Random Forests; B – effect of algorithm, classification into three groups
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Deep learning

Although not new, deep learning has rapidly advanced 
due to increased computing power [71]. It is widely applied in 
medical fields, including immunology [72]. In simplified terms, 
neural networks learn through a two-stage process. First, the 
network receives a substantial amount of data, which it then 
uses to attempt to predict an outcome. Afterwards, it veri-
fies the difference between the predicted outcome and the 
assumed outcome. This is an iterative process, in which the 
accuracy of the predictions is increased through the adjust-
ment of weights. Each iteration results in a greater accuracy 
in the resulting predictions [73]. The actual learning process 
of neural networks is inherently complex, relying on several 
mathematical and statistical principles, which require deep 
understanding of linear algebra, calculus, probability and 
mathematical optimization. However it is possible to explain 
this process in much more simple terms by using one of the 
simplest models: a single-layer neural network. 

To illustrate this, we can take the example of a manually 
curated FC dataset distinguishing healthy and cancerous cells. 
A single-layer neural network with an input layer and an out-
put layer connected by randomly initialized weights is used. 
FC data, representing cell features, are entered, weighted, 
summed and passed through an activation function to cap-
ture patterns. The network predicts the cell’s type, and the 
error between the prediction and the true class is calculated. 
Using backpropagation, weights are adjusted iteratively to 
minimize the error [74-76].

In FC, deep learning enhances diagnostic efficiency by 
reducing analysis time and improving feature extraction [54]. 
Recent advancements have broadened its applications, even 
in challenging areas [77]. For example, a deep learning model 
effectively detected rare tumor cell clusters in breast cancer 
biopsies, though it showed lower sensitivity, indicating the 
need for larger datasets [78]. Deep learning models have 
achieved high efficiency in acute myeloid leukemia (AML) 
diagnosis, distinguishing AML from acute lymphoblastic leu-
kemia with near-perfect accuracy [79]. Neural networks have 
proven effective in analysing multi-parameter flow cytometry 
data, aiding in leukemic classification [80-81]. Automation of 
pattern detection through neural networks significantly im-
proves the precise classification of leukemic subtypes. 

Deep learning in FC relies heavily on large training data-
sets, which may be challenging to obtain in smaller cytomet-
ric studies [78, 82]. Training complex neural networks also 
demands advanced hardware [71]. An additional drawback is 
the so-called “black box problem” which refers to the diffi-
culty in explaining how a neural network makes specific deci-
sions and generates the final outcome of its predictions [83]. 
In the context of cytometric data analysis, it is often unclear 
which specific cellular characteristics influenced the model to 

make certain diagnostic decisions. Simpler machine learning 
algorithms might sometimes offer more efficient solutions in 
this context.

Dimensionality reduction

Dimensionality reduction is an important group of ma-
chine learning methods, particularly in data analysis with 
many variables. It is the process of simplifying a dataset by 
reducing the number of variables, while retaining as much 
relevant information as possible [84]. This is the biggest ad-
vantage of the method, as a large number of variables often 
leads to problems with model over-fitting, often referred to as 
the ‘curse of dimensionality’ [85-86]. The second advantage 
is data compression and faster calculations [86]. The most 
commonly used methods for dimensionality reduction are 
principal component analysis (PCA), independent component 
analysis (ICA), t-Distributed Stochastic Neighbour Embedding 
(t-SNE) and the previously mentioned UMAP [87-89]. For cy-
tometric data, t-SNE algorithm is often used in commercial 
software.

t-SNE is a non-linear, unsupervised technique mainly used 
for the exploration and visualisation of multivariate data [90]. 
It is a stochastic method, ordering ‘neighbours’ while preserv-
ing local data structures and using the Student’s t-distribution 
to model distances in low-dimensional space [91]. The algo-
rithm allows separation of data that cannot be separated by 
a straight line, which is important for cytometric data. 

It is a valuable tool in cell biology and immunological 
research, e.g. to profile cells of the immune system to un-
derstand their diversity, function and role in the immune re-
sponse. The t-SNE algorithm has enabled the identification of 
subpopulations of normal and leukemic lyphocytec and the 
evaluation of their expression of immunosuppressive mark-
ers, clearly separating them from normal haematopoietic cells 
[92-93]. Combining t-SNE with unsupervised learning algo-
rithms enables analysis of cytometric data to detect residual 
disease with high sensitivity [94]. The algorithm also support-
ed the analysis of PBMC multicolour FC data, identifying rare 
subgroups of vaccine-induced T and B-cells [95].

Dimensionality reduction using t-SNE is effective in visual-
ising immune cells and quantifying their frequencies, showing 
high agreement with conventional manual gating. However, it 
may not fully separate specific subsets of immune cells, lead-
ing to some discrepancies in the identification and quantifica-
tion of these subpopulations, which is why the need to modify 
the algorithm in the analysis of cytometric data is highlighted, 
as standard parameter settings may lead to inaccurate or mis-
leading cell maps [96-97]. The disadvantages of t-SNE are the 
high computational cost, difficult interpretation and need to 
set parameters that require tuning and experimentation.
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Conclusions

Machine learning algorithms enable automated and pre-
cise data analysis, reducing errors due to subjectivity. How-
ever, we also face challenges. A key challenge is standardisa-
tion to ensure reproducibility and reliability. It is essential in 
laboratory diagnostics and biomedical sciences, as it enables 
comparison of results between laboratories and supports the 
introduction of modern techniques in routine diagnostics and 
clinical research. Without standardisation, it is difficult for 
these methods to be accepted in clinical practice. Other chal-
lenges include high computational costs, due to the fact that 
cytometric analyses involve multidimensional data of large 
size, requiring adequate memory resources and computing 
power. These costs can be reduced by optimising the perfor-

mance of algorithms and using cloud-based solutions. As the 
computational complexity of the algorithms plays a key role 
here, a more practical selection of algorithms for specific cy-
tometry applications also seems necessary.
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The role of the Notch signaling pathway 
in rhabdomyosarcomas 

Introduction 

Rhabdomyosarcoma (RMS) is the most frequent 
type of pediatric soft tissue cancer in the glob-
al population, accounting for approximately 7% of 
malignancies in patients under 15 years of age [1].  
Although the survival rates of patients have improved 
considerably over the past years due to advances in 
therapeutic strategies, RMS is an aggressive tumor 
with poor prognosis in case of metastasis [2-3]. RMS 
is histologically divided into two main subtypes: alve-
olar and embryonal. Although these subtypes differ 

anatomically and in terms of the clinical picture, they 
share many common molecular characteristics [4].

Different signaling pathways have been studied 
in all types of RMS cells, with the hope of shedding 
some light on the process of oncogenesis and find-
ing potential novel therapeutic targets [5-6]. The so-
called ‘pathways of embryonic development’ (e.g. the 
Notch, Hippo, Wnt and Hedgehog pathways) are wide-
ly studied in malignant neoplasms and are viewed as 
potential targets in anticancer therapy [7]. The Notch 
pathway can result in both cell survival and death, 
thus it is one of the key pathways in tumorigenesis 
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and tumor progression and is interlinked with various 
other tumorigenic signal transduction pathways [8-9].  
It is triggered by the activation of the Notch transmem-
brane receptors, namely the Notch1, Notch2, Notch3 
and Notch4 proteins encoded by four distinct genes. 
The binding of Notch proteins with transmembrane 
Delta and Jagged proteins expressed on adjacent 
cells, activates the signal transduction pathway [10].  
The pathway results in the cleavage and activation 
of the Notch intracellular domain (NotchIC) with the 
assistance of gamma-secretase. Subsequently, the 
NotchIC domain enters the nucleus and induces the 
expression of different pro-proliferative and anti-ap-
optotic genes through the RBP-J (recombination signal 
binding protein for immunoglobulin kappa J region) 
[10-11]. 

The evidence on the role of the Notch pathway in 
RMS cells is scattered in different sources. In this nar-
rative review we aimed to explore in depth the role 
of this pathway in the tumorigenesis and metastasis 
of RMS and insights into targeting its proteins as pos-
sible therapeutic strategies. 

Material and methods

A systematic search was performed in the online da-
tabases of PubMed, Scopus, and EMBASE to retrieve all 
available literature on the role of the Notch pathway in 
RMS, published from inception till July 2024. A combi-
nation of the keywords “Notch”, “Embryonic signaling 
pathways”, “Rhabdomyosarcoma” and “RMS” were 
used in combination with the Boolean operators “OR” 
and “AND.” Due to the narrative nature of the review, 
there were no specific inclusion and exclusion crite-
ria or screening protocol. Overall, all relevant original 
research and review articles, written in English were 
included in our review (total of 11 articles).

Results and discussion

The Notch pathway and oncogenesis 
of RMS

Recently, various studies have found that the Notch 
pathway plays a significant role in the tumorigenesis of 
RMS. Specifically, the Notch pathway has been found 
to induce overexpression of the transcription factor 
HES1 (hairy and enhancer of split-1) in RMS cell lines 
and consequently, promote cell proliferation and inhib-
it apoptotic pathways [12-13]. Simultaneously, studies 

have shown that RMS cells tend to express the Notch1 
and Notch3 receptors at higher levels compared to 
healthy muscle cells and that the induction of their re-
spective pathways amplifies the proliferation ability of 
these cells [14]. Moreover, RMS cells have been found 
to overexpress RBP-J and therefore activate the p38 
MAPKS and MMK3 genes that support malignant pro-
liferation through the Notch pathway [15]. The Notch 
pathway is also known to activate muscle satellite 
cells (SMCs) and thus amplify myoblast formation in  
infants [16]. In this manner, the Notch pathway activa-
tion can induce myoblast-like properties in RMS cells. 
It is also worth mentioning that SMCs are known to 
trigger the upregulation of MMPs and at the same 
time, MMPs are necessary for the regulation and pro-
liferation of SMCs [17].

The Notch pathway and metastatic po-
tential of RMS

The activation of the Notch pathway has been 
found to enhance the metastatic potential of RMS 
cells. More specifically, Roma et al. showed that the 
Notch receptor and the transcription factor HEY 1 
(hairy/enhancer-of-split related with YRPW motif pro-
tein 1) are overexpressed in RMS patients and that the 
Notch pathway inhibition decreases invasiveness and 
motility of RMS cells [18]. Furthermore, the induc-
tion of the Notch pathway, triggered by the Notch1 
receptor has been found to increase the invasiveness 
of RMS cells through the induction of the N-cadherin 
and alpha-integrin proteins [19]. It is also worth not-
ing that the Notch pathway is generally known to in-
duce the expression of matrix metalloproteinases in 
the microenvironment of different tumors including 
sarcomas. The aforementioned enzymes can assist 
the process of metastasis by degrading components of 
the extracellular matrix [20-22]. Overall, by regulating 
the expression of different proteins and enzymes, the 
Notch pathway assists RMS cells to overcome barriers 
of their progression and in turn migrate to other sites. 
Figure 1 summarizes the pathways through which 
Notch signaling can contribute to the progression and 
metastasis of RMS.

The Notch pathway as a potential thera-
peutic target in RMS

Due to the role of Notch signaling in the prolifera-
tion and motility of RMS cells, different studies have 
been conducted to investigate the effect of inhibiting 
the aforementioned pathway as a way of controlling 
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Figure 1. Notch signaling in RMS 
HES1 – hairy and enhancer of split-1, HEY1 – hairy/enhancer-of-split related with YRPW motif protein 1, MMPs – matrix metalloprote-
inases, RBP-J – recombination signal binding protein for immunoglobulin kappa J region, SMCs – satellite muscle cells

the disease. Nagao et al. showed that the knockdown 
of RBP-J by RNA interference significantly reduced 
the growth of RMS cells and induced cell cycle arrest, 
indicating that the inhibition of the Notch pathway 
through silencing RBP-J can be a potential therapeutic 
strategy for RMS [15]. Moreover, inhibition of Notch3 
signaling using an inhibitor of gamma-secretase has 
been shown to amplify p21 expression and induce p38 
phosphorylation, hence inhibiting cell proliferation 
and activating apoptotic pathways in RMS cells [12].  
Likewise, the use of gamma-secretase inhibitors 
alongside Notch1 silencing through RNA interference 
has been shown to exert antiproliferative effects on 
RMS cells and at the same time, downregulate HEY1 
expression, hence decreasing invasiveness in vitro 
and in vivo [23]. It has been shown that inhibiting the 
hepatocyte growth factor receptor (HGF receptor), 
can make RMS cells respond more sensitively to gam-
ma-secretase inhibitors [24]. 

Furthermore, it is worth mentioning that many clin-
ical trials have been undertaken for potential thera-
peutic drugs that inhibit the Notch pathway in other 
types of malignancies [25]. Specifically, phase I clini-
cal trials on anti-Notch1 monoclonal antibody bron-
tictuzumab have shown promising results in patients 

with lymphomas and refractory solid tumors, with the 
main toxicity being the induction of diarrhea [26-27]. 
Moreover, a phase I clinical trial on the monoclo-
nal antibody tarextumab which targets Notch2 and 
Notch3 simultaneously, presented encouraging results 
in patients with solid tumors [28]. Gamma-secretase 
inhibitors were not shown to be effective in the treat-
ment of other advanced solid tumors, although they 
presented few adverse effects (diarrhea, nausea and 
vomiting) [29-30]. Table 1 summarizes the potential 
targets for the Notch pathway inhibition and thus con-
trol of RMS cells.

Conclusions

RMS research has been focused on discovering the 
mechanisms through which the neoplasm progress-
es, and the ways of inhibiting them [31]. Also, in the 
last three years, several promising therapeutics have 
been investigated, but the exact mechanisms through 
which they act are still unknown [32-33]. As seen in 
the present review, in vitro and in vivo research has 
demonstrated a significant role of the Notch signaling 
pathway in the development of RMS. Hence, it can be 
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viewed as a potential target for developing new tar-
geted therapy drugs for this type of cancer. Combining 
potential monoclonal antibodies or small molecule in-
hibitors targeting the Notch pathway with other exist-
ing drugs may help reduce the chances of developing 
drug resistance. Nonetheless, the exact mechanisms 
through which the Notch pathway promotes prolif-
eration and migration in RMS cells remain unknown. 
Therefore, more research should be conducted to as-
sess the different biological effects of the Notch path-
way activity in RMS. 
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Table 1. Potential therapeutic targets inhibiting Notch in RMS

Therapeutic 
target

Method of 
targeting Biological effect Studied 

in vitro
Studied 
in vivo Reference

RBP-J RNA 
interference Cell cycle arrest   [15]

gamma-secretase Small molecule 
inhibitor

Notch 3 inhibition, upregulation 
of p21, phosphorylation of p38, 
cell cycle arrest 

  [12]

Notch-1 receptor RNA 
interference

Enhancement of gamma -
-secretase inhibition effect, 
downregulation of HEY1, 
inhibition of cell motility

  [23]

HGF receptor Small molecule 
inhibitor

Enhancement of gamma - 
-secretase inhibition effect   [24]
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Abstract 

Lipoedema is a chronic disease with various manifestation of symptoms, related to excessive deposition of sub-
cutaneous adipose tissue in the legs, hips and buttocks. The scale of the problem is enormous and may affect up 
to one in five women. Lipoedema is often underdiagnosed and misdiagnosed with lymphedema, obesity or lipo-
hypertrophy. In recent years, lipoedema has been diagnosed in an increasing number of younger women, and its 
first symptoms may manifest already in puberty. Even though it is often perceived as only an aesthetic problem, 
it has a huge impact on the quality of life, mental health, self-esteem or self-confidence. Moreover, lipoedema 
causes stigmatization, unfortunately also in healthcare professionals. Nevertheless, recently, diagnostic criteria 
(also ultrasound) have been created, and lipoedema has been classified in ICD-10 (E88.2). There are also more 
and more treatment options, with emphasis on the role of psychological care. Awareness and knowledge of 
lipoedema have also increased despite its underestimation but still is not enough. The multidimensional nature 
of lipoedema and its impact on many aspects of life highlights the essential role of comprehensive support to 
patients. Nowadays, in times of caring for mental health, it is crucial to increase public awareness and spread 
knowledge about lipoedema.
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Introduction

Lipoedema (ICD 10 code E88.2, ICD 11 code EF02.2) is 
a chronic disease marked by excessive deposition of subcu-
taneous adipose tissue in legs, hips and buttocks, mainly oc-
curring in adult women [1]. Various studies have shown that 
lipoedema affects 11-19% of females [2]. The first symptoms 
(e.g. moderate and severe leg heaviness, pain, numbness, 
cold skin, feeling cold or easy bruising) can appear in puberty, 
which may explain the hormonal background of this disease 
[2-4]. Additionally, lipoedema has a significant impact on the 
patient’s mental health and self-esteem [5]. Diagnosis is based 
on clinical findings and exclusion criteria [6]. The treatment 
demands a holistic approach, reduction of symptoms severity, 
preventing impaired function and disease progression. More-
over, the therapeutic approach also includes taking care of 
factors influencing the course of lipoedema, e.g. obesity [7]. 
Our aim was to summarize the knowledge about diagnosing 
and managing patients with lipoedema, a frequently misdiag-
nosed condition. 

Material and methods

We searched for relevant literature published in the years 
1950 to 2024 using the PubMed search engine. Due to the 
spelling differences in British and American literature, we 
used the keywords “lipedema” and “lipoedema.” German-lan-
guage articles indexed in PubMed contain abstracts translated 
to English, therefore we also included them in this search.

Results

We found a total of 577 abstracts. After screening the ab-
stracts and reading the full texts, we included 43 articles in 
this review.

Epidemiology

The available data is insufficient to reveal the specific 
prevalence of lipoedema in the general population [8]. Lack of 
accurate diagnostic markers of lipoedema and confusion re-
garding its definition results in a high rate of misdiagnosis and 
wrong mistreatment, which may imply rare diagnosis [9-10]. 
Several studies have already shown greater prevalence of lipo- 
edema than it was previously suggested. Lipoedema affects 
11-19% of females [2]. The estimated frequency of lipoedema 
in the general population varies between 0.06% and 19% de-
pending on the study [2, 11-13]. However, typical symptoms 
of lipoedema are common among young women. First symp-
toms appear already in puberty or childhood (57.1-64.2% of 

cases) [5, 14]. Also, a study of 209 patients with lipoedema 
showed that symptoms typically appear around age 16 [4].  
In another, 70% of women with lipoedema experienced onset 
before age 30, but unfortunately only 1.6% were diagnosed 
earlier by a healthcare professional [3]. Furthermore, cases 
of lipoedema occurring in children have also been recorded 
[15-16].

Diagnosis is usually made in middle-aged women,  
although first symptoms can manifest in puberty, which sug-
gest a hormonal basis of lipoedema [4]. In the literature, there 
are only a few reported cases of male patients with lipoedema 
and all of them had a medical history of hyperestrogenemia 
and hypotestosteronemia [6].

Pathogenesis

The pathophysiology of lipoedema remains unexplained, 
although some factors such as hormones, genetic predispo-
sition, impaired sympathetic system, and vasculature may 
play an essential role [17]. Estrogens regulate adipogenesis 
and adipocyte lipid deposition by metabolic signaling. Their 
excess may form increased adipose depot mass. The fact that  
lipoedema often appears in phases of hormonal change such 
as puberty, pregnancy or menopause confirms this theory [10].  
According to the literature, family history of lipoedema var-
ies between 16% and 64% [6, 10, 15]. The familial character 
of lipoedema was confirmed by revealing the mutation of 
the gene AKR1C1, which is responsible for the progesterone 
metabolism, although it is present in obese women or with 
lipoedema [15, 17-18]. Vessel microangiopathy and lymphatic 
vessel disfunction are suggested to be typical for lipoedema. 
Pathological changes in the vessels’ structure conduct excess 
accumulation fluid in the subcutaneous adipose tissue, caus-
ing remodeling, adipose oedema and hematoma due to in-
creased permeability. All of these processes decrease blood 
flow in subcutaneous adipose tissue, causing inflammation, 
hypoxia and formation of fibrotic lesions, which patients may 
perceive as pain [3].

Symptoms and classification

The typical localization of lipoedema adipose tissue is 
the gynoid region. In 97% cases it involves the hips, buttocks, 
thighs, and lower legs; only 3% is located in the upper extrem-
ities [8]. Almost all the symptoms reported by patients involve 
feet. Complaints apply to unpleasant sensations of heaviness 
and compression due to orthostatic oedema. The oedema in-
creases during the day (also due to warmth and exercise) and 
there is no specific factor that could reduce its intensity [6, 9]. 
Concerning microangiopathy, patients bruise easily and their 
subcutaneous capillaries might be dilated [19]. Another car-
dinal sign is the daily pain (usually described as moderate to 
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severe), which is responsible for reduced quality of life (QoL) 
and impaired mobility [3]. Pain might be associated with lipo- 
edema adipose tissue, but also with joints and osteoarthri-
tis due to increased body mass. Women with lipoedema are 
at a high risk of eating disorders, depression and other psy-
chological complaints. Misdiagnosis and stigmatization cause 
mental conditions, it highlights the importance of distinguish-
ing these two conditions. Nowadays, lipoedema is not linked 
to any metabolic diseases, although obesity may appear and 
influence the lipoedema subcutaneous adipose tissue [20].

Based on body distribution of adipose tissue, 5 types of 
lipoedema were determined by Amato et al. In stage I it is 
located only around the pelvis, hips and buttocks (the ‘saddle 
bag’ phenomenon), whereas in stage II it is present in the area 
from hips to knees, with the formation of folds of fat around 
the inner side of the knee. Stage III involves the region from 
hips to ankles, while in the IV stage, adipose edema is con-
centrated in the arms. The rarest is stage V, which requires 
involvement of calves [21].

Differential diagnosis 

Although there are no specific diagnostic tests or markers 
that help diagnose lipoedema, some studies highlight the im-
portance of adipose tissue-resident mesenchymal stem cells 
morphology in lipoedema subcutaneous adipose tissue [22]. 

Before confirmation of any molecular marker, identification of 
the condition requires the exclusion of other diseases charac-
terizing oedema and deposition of fat tissue in the lower ex-
tremities [9, 15]. Clinicians should always consider localization 
of symptoms (bilaterally or unilateral). Furthermore, the pres-
ence of the Stemmer sign (the examiner pinches the dorsal 
skin proximal to the metatarsophalangeal joint of the second 
toe, or metacarpophalangeal joint of the second finger; the 
sign is positive if the examiner cannot create a fold of pinched 
skin) enables distinguishing lipoedema from lymphatic ede-
ma (lymphedema) and chronic venous insufficiency [8, 23].  
Lipoedema typically spares the hands and feet, thus most 
patients have a negative Stemmer sign. However, a positive 
Stemmer sign does not rule out lipoedema and suggests the 
presence of concomitant lymphedema. If both conditions 
are present, the diagnosis is lipo-lymphedema. Another im-
portant symptom is pain (present also in Dercum’s disease 
(adiposis dolorosa): multiple painful fatty tumors (lipomas), 
generalized obesity (usually in menopausal age), weakness, 
fatigue, mental disturbances (including emotional instability, 
depression) and central nervous system disfunction (e.g. epi-
lepsy, confusion and dementia) [6, 8, 24]. The absence of pain 
and oedema, but with the presence of increased symmetrical 
subcutaneous fat deposits in women is associated with lipo-
hypertrophy [8-9]. The differential diagnosis is presented in 
Table 1.

Lipoedema Lymphedema Lipohypertrophy Obesity Dercum’s disease

Sex Female Female and male Female Female  
and male

Female (mainly in 
menopausal age)  
and male

Family history 
positivity Common Common in primary 

lymphedema Possible Common
Possible; very few 
data about familial 
occurence

Symmetry Present Present in primary 
lymphedema Present Present In familial cases

Involvement 
of feet Absent Present Absent Present Present

Edema Absent (present 
on early stages) Present Absent Absent Absent

Tenderness Present Absent Absent Absent Absent 

Response  
to diet None None None Excellent None 

Pain Present Absent Absent Absent Chronic and severe 
pain of masses

Table 1. Differential diagnosis of lipoedema, lymphedema, lipohypertrophy, obesity and Dercum’s disease
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Diagnostic steps

The diagnosis of lipoedema is based on clinical findings 
and exclusion criteria. First data was published in 1951 by 
Wold et al. and in 2017 was extended by Halk and Damstra 
in the form of guidelines (Table 2) [25-26]. Based on the 2017 
guidelines by Wounds UK and others, the key steps in the as-
sessment of a patient with suspected lipoedema are: 

• detailed medical history (medical/surgical/family history, 
impact on daily living, mobility, personal relationships, 
work, emotional state),

• extent, distribution and severity of adipose tissue en-
largement,

• skin assessment, 
• vascular assessment, 
• pain (measured with the numerical rating scale (NRS), 

visual analogue scale (VAS) or the Schmeller question-
naire), 

Anamnesis (A) (Criteria by Wold et al.)

A

1 Disproportionate fat distribution

2 No/limited influence of weight loss on disproportionate fat distribution

3 Easily bruised/in pain

4 Sensitivity to touch/ fatigue in extremities

5 No reduction of pain when raising extremities

Physical examination (B, C, D, E)

Upper leg

B
6 Disproportionate fat distribution

7 Circularly thickened cutaneous fat layer

Lower leg

C
8 Proximal thickening of subcutaneous fat layer

9 Distal thickened of subcutaneous fat, accompanied by slender instep (cuff-sign)

Upper arm

D
10 Significantly thickened subcutaneous fat layer in comparison with vicinity

11 Sudden stop at elbow

Lower arm

E 12 Thickened subcutaneous fat, accompanied by slender back of hand (cuff-sign)

Extra criteria

F
13 Pain when applying bi-manual palpation

14 Distal fat tiss ue tendrils of the knee (popliteus)

Table 2. Diagnosis of lipoedema, table created based on Dutch guidelines [20]

Diagnosis of lipoedema is certain when present: A1+A2+A3+A4+A5 PLUS ((B6+B7) or (C8+C9) or (D10+D11) or E12). In the case of absen-
ce of at most two of these five criteria (A to E), the presence of extra criteria F13 or F14 also assures the diagnosis of lipoedema [20].
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• mobility and gait,
• dietary assessment, 
• assessment of comorbidities,
• psychosocial assessment (there is a need for a validated 

survey),
• quality of life (SF-36 questionnaires),
• understanding of disease and expectations of treatment 

outcomes.
Proper physical examination includes evaluation of typi-

cal signs of lipoedema such as subcutaneous tissue enlarge-
ment, cuffing (braceleting) at the ankles/wrists, loss of the 
concave spaces on either side of the Achilles tendon, bruising, 
altered skin appearance, temperature and texture, abnormal 
gait and limited mobility, negative Stemmer’s sign and pitting 
oedema. It must be highlighted that there are no specific di-
agnostic tests for lipoedema. Hence, we must exclude other 
diagnoses based on routine blood tests (urea, electrolytes, 
full blood count, thyroid function tests, liver, renal function 
tests, plasma proteins, brain natriuretic peptide, glucose, lipid 
profiles and insulin resistance) [10-11]. Imaging investigations 
such as ultrasound scans, magnetic resonance imaging scans 
or computed tomography may play a role if the diagnosis is 
uncertain.

Decisions about further management should be made by 
an interdisciplinary team. Depending on the needs, such team 
should consist of a clinician specializing in lipoedema/lymph-
oedema, physiotherapist, occupational therapist, dietitian, 
podiatrist, pain specialist, vascular specialist, diabetologist, 
psychologist, plastic surgeon or bariatric surgeon [27].

Imaging

Marshall and Schwahn-Schreiber first proposed an ultra-
sound-based classification for lipoedema diagnosis based on 
specific cut-off values of the dermis thickness and subcutane-
ous tissue measurements 6 to 8 cm proximal the medial mal-

leolus: average measurement for women without lipoedema 
(2.1 mm), lipohyperplasia or mild lipoedema (12 to 15 mm), 
moderate lipoedema (15 to 20 mm), indisputable lipoedema 
(> 20 mm) and severe lipoedema (> 30 mm) [21, 23, 28-29]. 
Later, Amato et al. described easy-to-obtain ultrasound mea-
surements with the extension of Marshall’s assessment. They 
suggested evaluating lipoedema at more locations: thigh, 
pretibial, lateral leg, medial malleolus, and anteromedial re-
gion of the proximal leg with typical fat deposition for more 
precise investigation in the future (Table 3) [21].

Subcutaneous adipose tissue and skin can be likewise 
examined by computed tomography (CT) and/or magnetic 
resonance imaging (MRI) [10]. CT can be used to differentiate 
lipoedema from lymphedema. The presence of subcutaneous 
fluid accumulation, the honeycomb pattern and muscle en-
largement do not occur in lipoedema and therefore confirm 
the suspicion of lymphedema [8]. MRI is suggested to evaluate 
lymphatic circulation or to distinguish lipoedema from obesi-
ty (examination of subcutaneous fat accumulation) [11, 17].  
Non-tracer-based MR lymphangiography evaluates elevated 
atrial and lymphatic insufficiency in lower extremities [17]. 
Because of significant changes in body composition present-
ed by patients with lipoedema, bioimpedance and dual-ener-
gy X-ray absorptiometry (DXA) are supposed to be diagnostic 
tools. In some studies, DXA was used to estimate torso and leg 
fat in comparison to total body mass. In lipoedema fat tissue 
is mainly localized in lower parts [30]. Alternatively, dysfunc-
tion of the lymphatic system might be evaluated by functional 
tests: lymphoscintigraphy, lymphography or fluorescence mi-
crolymphography [10, 17]. 

Follow-up 

Follow-up should include measurement of the body mass 
index (BMI), waist-hip ratio, waist-height ratio, limb measure-
ments of circumference and volume, and daily activity index. 

Location of the lipedema 
evaluation point

Optimal cut-off values for the 
clinical diagnosis of lipedema [mm] 
– right leg

Optimal cut-off values for the 
clinical diagnosis of lipedema [mm] 
– left leg

Thigh thickness 19.5 17.9

Lateral leg thickness 8.9 8.4

Pretibial region thickness 11.6 11.8

Supramalleolar thickness 7.1 7.0

Table 3. Optimal cut-off values for the clinical diagnosis of lipoedema using ultrasound suggested by Amato (estimated by Youden 
index) – an extension of Marshall assessment 
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Furthermore, the VAS or the Schmeller questionnaire can 
help track the changes in the patient’s pain perception [6, 10]. 
DXA may be performed [16, 31-32]. Follow-up plays a crucial 
role in further management and in choice of the proper treat-
ment [6].

Possible treatment options

The main aim of lipoedema treatment is the reduction 
of symptom severity, prevention of impaired functioning and 
progression of disease. The therapeutic approach is also fo-
cused on factors such as obesity and venous insufficiency and 
goals such as educating patients about the nature of lipoede-
ma, treatment options and possible impact of a patient on 
the disease [6, 9-10] The role of weight control and appropri-
ate dietary modifications should be emphasized [6, 10, 19].  
An algorithm of potential diagnostic and therapeutic work-up 
for patients with suspected lipoedema was proposed by Buso 
et al. [6]. It highlighted the role of conservative treatment 
based on information, education, a multidisciplinary approach 
to encourage an active lifestyle, elastic compression stocking, 
decongestive lymphatic therapy (DLT) and complex deconges-
tive therapy (CDT, more details below). If these methods are 
not effective after follow-up, surgical methods such as tumes-
cent liposuction or lipectomy should be considered [6, 33-34]. 

Medicaments

The role of pharmacological treatment in lipoedema has 
not been explained yet. Favorable results can be obtained 
with beta-adrenergic agonists, corticosteroids, diuretics, fla-
vonoids and selenium [6, 19, 35]. 

Complex decongestive therapy

CDT is a part of conservative treatment which reduces 
pain and discomfort in the extremities. It consists of manual 
lymph drainage (MLD) associated with multilayered and mul-
ticomponent compression bandaging, meticulous skin care 
and physical exercise [6, 11]. MLD reduces the load of lymph 
stasis on the limb by directing the lymph into the non-edem-
atous part. It can be combined with intermittent pneumatic 
compression (IPC) which improves venous flow and reduces 
edema [11, 17]. However, it is important to apply only mild 
pressure of IPC in the treatment of lipoedema, considering 
subsiding superficial lymphatic vessels [10].

Surgery 

Surgery is the second line treatment. When symptoms are 
worsening and affecting the patient’s QoL, two options can 
be considered: liposuction and lipectomy [6, 10, 33, 36-37].  

Those two methods result in better outcomes because of 
less lymphatic tissue damage than in traditional techniques  
[19, 37-38]. Although liposuction cannot cure lipoedema, it 
results in decrease in symptoms such as pain and tendency to 
swell as well as improves the patient’s mobility and well-be-
ing. Furthermore, it is safe, usually without late complications  
[9, 37, 39]. Unfortunately, liposuction usually requires multi-
ple sessions related to the extensiveness of adipose tissue that 
should be removed. Compared to lipectomy, it is performed 
in the early stages of lipoedema and prevents clinical progres-
sion [9, 36]. Advanced stages of lipoedema with accompanying 
lymphedema usually require surgical debulking due to the pres-
ence of multiple fibrotic tissue [10]. Patients with early stages 
should use a postoperative compression garment for at least  
2-3 months to manage postoperative edema, whereas those 
with advanced stages even for the rest of their life [18, 36].

Quality of life

At this time there are no established guidelines for the 
psychological care of patients with lipoedema, and there is 
a lack of data on the most frequently used diagnostic tools 
or treatments. However, with the growing focus on mental 
health, this matter should be explored in future research.

Dudek et al. conducted a survey among 130 Polish wom-
en aged 22 to 73 with lipoedema and found that 98 of them 
(75.38%) experienced varying degrees of depression, which 
depended on the intensity of lipoedema symptoms such as leg 
pain, heaviness, swelling, bruising, muscle and joint pain [5].  
The respondents reported elevated levels of depressive 
symptoms and reduced QoL across various domains, includ-
ing physical and psychological health, social relationships 
and even environment [5]. Another study by Dudek et al. has 
shown the importance of addressing appearance-related dis-
tress in patients with lipoedema [32]. Other studies have also 
emphasized the impact of this disease on mental health and 
QoL [4, 40] with a holistic approach. Additionally, confusion 
between lipoedema and obesity or dietary and lifestyle mis-
takes can further compound the issue [19].

The final diagnosis of lipoedema brings a relief for some 
patients, although younger women typically responded to 
the diagnosis with reduced well-being [7]. Specifically, these 
women often felt helpless, knowing that treatment might not 
alleviate their symptoms to the extent they hoped, leading 
to anxiety and even self-loathing [7, 41]. Regarding the in-
convenience associated with the disease, women mentioned 
difficulties in finding properly fitting clothing [7, 12]. When 
assessing the level of life satisfaction, more than half of them 
rated their life satisfaction as low, and 59 individuals (60.1%) 
reported being dissatisfied or very dissatisfied [5].

In a Dutch study conducted in 2018 by Romejn et al., the 
QoL of lipoedema patients was analyzed using EQ-5D-3L and 



109Multifaced lipoedema: a problematic and complex...

RAND-36 questionnaires, both used to evaluate health-relat-
ed QoL [8]. Among lipoedema patients, the average EQ-5D- 
-3L index was 66.1/100, while the average score for the Dutch 
population was 85/100. Additionally, the RAND-36 score for  
lipoedema patients was 59.3/100, compared to the Dutch 
population’s average score of 74.9/100 [14]. Another chal-
lenge is difficulty in forming romantic relationships because 
patients often feel ashamed of their bodies [7].

Aesthetic issues (complexes) regarding the appearance 
and disproportion of the body may coexist with lipoedema, 
e.g. the problem of fat loss from the limb extremities area, 
a general feeling of discomfort (not accepting one’s own body, 
covering legs), reduced self-confidence, lowered self-esteem, 
disliking oneself, feeling of heavy lower extremities, problems 
with choosing the right size of clothes, the shame of showing 
lower limbs [1, 7, 19, 41-42]. 

Discussion 

It is noteworthy that limited research is focused specifical-
ly on lipoedema among young women in their 20s and early 
30s [7].

Lipoedema is a complex disease, which despite the in-
creased amount of information about it, still remains an 
underestimated health problem [19]. Recent studies have 
increasingly shed light on the psychological aspect of lipoede-
ma [5, 7]. Women often perceive themselves as overweight 
and try to improve their body’s appearance through restric-
tive diets and exercise which unfortunately cannot reduce 
the fatty swelling in areas affected by lipoedema [31, 41]. On 
the contrary, the achieved weight loss further underlines the 
disproportions of patient’s body [42]. The ineffectiveness of 
these measures reduces self-confidence and sense of self-
worth [19, 41].

 Most patients had relatives with lipoedema, therefore 
the hereditary basis of lipoedema is also being discussed more 
and more frequently [4]. In a genome-wide association study 
(GWAS) conducted by Yann C. Klimentidis et al., 18 loci across 
the genome were identified as potential genetic risk factors 
for lipoedema. Two of these loci (VEGFA and GRB14-COBLLI) 
were successfully replicated in another study with clinical-
ly diagnosed lipoedema cases. These findings could be the 
background for future studies about prevention strategies or 
treatment [1].

As revealed by Christoffersen and Tennfjord, awareness of 
lipoedema is limited not only among patients but also among 
healthcare professionals in Norway [7]. Moreover, in that 
study women between 21 and 47 years of age experienced 
stigmatization by healthcare workers (felt perceived as lazy 
and believed that their health problem was being dismissed). 
Stigmatization of lipoedema patients is widespread in all as-

pects of life, and patients are often blamed for their condition 
and health status. It is worth noting that lipoedema is often 
misdiagnosed as lymphedema, leading patients to pursue 
ineffective treatment [7, 12]. These studies highlight a lack 
of awareness about lipoedema among medical profession-
als and there is limited research on its occurrence in young 
people beyond what has been mentioned. A study by Dudek  
et al. shows that only 44.9% of participants were diagnosed 
with lipoedema by medical health professionals [5]. Another 
study found that a mean time from the first symptoms to the 
diagnosis was 10-15 years [4]. Thus, it is crucial for medical 
professionals (e.g. doctors, nurses, physiotherapists, dieti-
tians and students) to gain knowledge and awareness about 
lipoedema more rapidly.

However, also differential diagnosis is a challenge, as up 
to 15-17% of women treated for lymphedema at that time 
had lipoedema [13]. Fortunately, awareness and knowledge 
of lipoedema have been increasing. Nowadays we can use 
the ultrasound criteria for diagnosis [21]. Furthermore, in the 
United States in 2021 Herbst et al. developed and published 
a standard of care for lipoedema [18]. In 2018 the diagnosis 
of lipoedema was included in the 11th version of International 
Classification of Diseases 11 (code EF02.2) [43]. The financial 
burden of lipoedema has not been estimated yet. Treating pa-
tients with lipoedema can be very expensive due to the need 
for a comprehensive approach that includes not only the 
causal treatment but also the support of multiple specialists. 

Lipoedema often co-occurs with various other diseases, 
including obesity, as well as heart and vascular complications 
(for example venous varicose and secondary lymphedema) 
[14, 18, 44] These comorbidities can further exacerbate symp-
toms and negative impact on QoL [3, 14]. Moreover, hormon-
al alterations may play a significant role in the development 
and progression of lipoedema which frequently coexists with 
hypothyroidism, diabetes mellitus or sexual hormonal im-
balances [1]. Numerous studies have shown that lipoedema 
can be also influenced by hormonal factors such as the use of 
contraception, menopause, puberty or pregnancy [2]. Further 
research in this area is needed to explore lipoedema’s associ-
ation with other chronic diseases.

    Conclusions 

Lipoedema affects patients’ life clinically, psychologically 
and economically. Lipoedema is probably underdiagnosed 
and more studies are needed to reveal its prevalence, par-
ticularly among young women and teenagers. It is crucial to 
define the pathophysiology of lipoedema and find accurate, 
easily-available diagnostic markers. Clinical trials could help 
establish causal treatment. We need a holistic approach (with 
psychological support) to patients with lipoedema, standard-
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ization of patient care, improved differential diagnosis and 
awareness, not only among patients, but also in the training 
of future healthcare professionals. Promoting awareness (e.g. 
via the internet and social media) can contribute to increased 
self-acceptance among patients with lipoedema [5, 42]. 
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Abstract 

Background: Oral submucous fibrosis is a premalignant condition characterized by rigidity of lips, tongue, 
and buccal mucosa. It makes rehabilitation difficult as it affects the stability and retention of the prosthesis.  
Description: This technical report focuses on the use of intralesional hyaluronidase injections followed by co-
nventional complete denture fabrication for an edentulous patient. These conservative and non-invasive options 
were chosen due to the presence of infantile hemangioma in the region of interest. Conclusion: Hyaluronidase 
injections in the area of oral submucous fibrosis can bring about a major difference in the process of rehabilita-
tion and potentially eliminate the morbidity associated with the surgical procedures.
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Background 

Insidious oral submucous fibrosis (OSMF) is a chronic dis-
order marked by fibrosis of the submucosa (comprising the 
lamina propria and deeper connective tissues) and an inflam-
matory response [1]. It has a prevalence rate of 0.2 percent to 
0.5 percent in Southeast Asia and the Indian subcontinent [2].  
There are numerous causative factors, although the most 
common are consumption of areca (betel) nuts, chilli or oth-
er spices, genetic susceptibility, and nutritional deficiencies. 
The most commonly involved areas are buccal mucosa, pal-
ate, and sometimes the pharynx and faucial pillars. The signs 
and symptoms include burning sensation, referred pain in 
the temporal region, changes in salivation (increased or de-
creased), difficulty with chewing, phonation, and swallowing, 
reduced mouth opening, and ulceration of the mucosa [3].

Evidence suggests that OSMF is multifactorial, with cer-
tain effects on specific subpopulations of fibroblasts, genetic 
predisposition and molecular mechanisms (via cytokines and 
growth factors), which could render the oral mucosa more 
susceptible to chronic inflammatory changes on exposure to 
carcinogens. The chemical constituents of the areca nuts can 
stimulate fibroblast proliferation leading to collagen synthe-
sis. Apart from this, these extracts also have the capability to 
stabilize the collagen fibrils and make it resistant to enzymatic 
degradation. It is noteworthy that the areca nuts have a high-
er copper content than the more commonly eaten nuts. The 
copper is released in the oral cavity while chewing the nut. 
Lysyl oxidase, an extracellular copper enzyme is secreted by 
fibroblasts and initiates post-transitional modification of col-
lagen fibers rendering them resistant to the action of colla-
genases [1].

In clinical staging, early OSMF presents with stomatitis 
and vesiculation, moderate OSF has a marble-like appearance 
and palpable fibrous bands, and severe OSMF is manifested 
by leukoplakia and erythroplakia. Whereas the histological 
staging/classification is determined by the number and distri-
bution of fibroblasts, collagen fibers, inflammatory cells and 
blood vessels. Moreover, biomarkers such as proteins, mR-
NAs, and non-coding RNAs are also measured in OSF staging 
and classification [2-3].

Nutritional support, microwave diathermy, immunomod-
ulatory medications, physiotherapy, local drug delivery, com-
bination therapy, and surgical excision of the fibrotic bands 
are among the various treatment options recommended to 
manage OSMF. Steroids act as immunosuppressive agents, 
decrease fibroblast proliferation, and release cellular protease 
in the connective tissue which stimulates collagenase and zy-
mogen, which consume insoluble collagen [4]. Hyaluronidase 
breaks down the collagen fibers, dissolves the hyaluronic acid 
matrix, and lowers the thickness of intracellular cemental ma-
terials more quickly in OSMF patients. According to studies, 

hyaluronidase and intralesional steroid injections reduce the 
clinical symptoms of OSMF for a longer period of time [5].

Rehabilitation of a completely edentulous patient with 
OSMF is difficult. One of the options are the commonly cho-
sen sectional complete dentures, although various challenges 
are related to the impression making, fabrication orientation 
of denture bases, and risk of losing the attachments. The oth-
er option is implant supported prosthesis which can provide 
predictable functional and esthetic outcomes. In this technical 
report we present a method of improving the mouth opening 
of a patient with OSMF by utilizing intralesional injections fol-
lowed by conventional complete denture prosthesis. 

    Case description

A 40-year-old female patient reported to the Department 
of Prosthodontics with a chief complaint of missing teeth 
and difficulty with chewing. The patient had a past medical 
history of infantile hemangioma and a 20-year history of 
chewing areca nuts. She complained of a burning sensation 
in her oral cavity and difficulty in opening the mouth. On 
physical examination, a pink to purple discoloration was seen, 
with undefined margins present on the chin and towards 
the cheek unilaterally (right side). The dimensions would be  
6-7 cm super-inferiorly and 10-12 cm mesiodistally (Figure 1). 
Using a digital caliper the mouth opening was measured at  
27.19 mm (Figure 2).

On intra-oral examination, diffused blanched white bands 
were seen bilaterally on the buccal mucosa in the molar re-
gion (Figure 3). The bands were taut and tough which led to 
a limited mouth opening. The hemangioma extended up to 
the buccal mucosa adjacent to the pre-molar region. There 
were completely edentulous maxillary and mandibular alve-
olar arches which had red discoloration on the mandibular 
anterior region due to the hemangioma present intraorally as 
well (Figure 4). Based on the physical examination and medi-
cal history, the patient was diagnosed with grade II OSMF.

Due to the infantile hemangioma, certain invasive pro-
cedures for improving the mouth opening (e.g. commisuro-
plasty) or rehabilitation of edentulous ridges (e.g. implant 
placement) were not appropriate. The mandibular implant 
supported overdenture is generally placed in the region be-
tween 2 mental foramina. In case of our patient, that area was 
completely covered with hemangioma, hence every surgical 
procedure was high risk for her. Furthermore, sectional den-
tures were also excluded because the thick bands present in 
the buccal mucosa can compromise retention and stability of 
the prosthesis. 

We decided on pharmacological management of the pa-
tient, followed by a conventional complete denture. The mu-
cosa was arbitrarily divided into 3 zones, and approximately 
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equal amounts of hyaluronidase with 1 ml of 2% lidocaine and 
adrenaline (1:80000), were injected intralesionally (where the 
most fibrosis was felt on palpation) with a 28 gauge needle, 
twice weekly for 4 weeks (a total of 8 doses). The patient was 
instructed to avoid spicy food and the exercises to improve 
mouth opening were recommended. Transcutaneous elec-
trical nerve stimulation (TENS) was patiensed as an adjunct 
to mouth opening exercises. The patient had an increase in 
mouth opening of 33 mm (Figure 5) and the buccal mucosa 
movement were easily performed. The complete denture 
prosthesis with balanced occlusion was fabricated conven-
tionally (Figure 6). The patient was kept on regular follow-up 
after 24 hrs, 72 hrs, 1 month, 3 months, and 6 months.

    Discussion

Based on clinical diagnosis, Nagesh and Bailoor [6] cat-
egorized OSMF into 3 stages [6] (Table 1). Unfortunately no 
such classification is available for edentulous patients. Hence, 
the treatment options to be implied for a particular stage of 
OSMF are also not specified. Symptomatic relief is provided by 
conservative methods (vitamins, topical steroids, physiother-
apy and antioxidants) that have an anti-inflammatory effect 
and promote apoptosis. The most common OSMF treatment 
options are medical, surgical and physiotherapy [7]. Treat-
ment modalities such as implant supported overdentures or 
sectional dentures are available. Furthermore, to improve the 
prosthetic outcome, neutral zone technique, intra-oral Gothic 
arch tracing and 3D printed denture bases can be used. How-

Figure 1. Extraoral congenital haemangioma Figure 3. Blanched white bands

Figure 2. Restricted mouth opening upon initial physical exami-
nation

Figure 4. Intraoral pink-red discoloration
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Table 1. Stages of OSMF for the dentulous mouth based on clinical diagnosis (Nagesh and Bailoor) [6] 

Figure 5. Improved mouth opening

Figure 6. Complete denture in place
Figure 7-9. Complete denture in occlusion during follow-up 
appointments

ever we did not consider the above-mentioned options due to 
our patient’s underlying condition of infantile hemangioma. 
Keeping the stability and retention of a sectional prosthesis is 
a difficult task for the patient and eventually leads to non-us-
age of the prosthesis and reduced quality of life. 

Steroids act by opposing the action of soluble factors gen-
erated by sensitized lymphocytes after activation by specific 
antigens. This results in anti-inflammatory and immunosup-
pressive activity and prevents fibrosis by decreasing fibroblas-
tic proliferation and collagen deposition. The initial relief of 
OSMF symptoms may be due to anti-inflammatory action of 
steroids (e.g. dexamethasone), which clears the juxtaepitheli-
al inflammation [3, 8]. By breaking down hyaluronic acid (the 
ground substance in connective tissue), hyaluronidase lowers 

the viscosity of intercellular cement substance. Better results 
were observed with respect to trismus and fibrosis. 

Our patient achieved considerable improvement in 
mouth opening after 4 weeks of intra-lesional injections and 
TENS therapy. Post-treatment follow-up was conducted using 

Stage Blanching Mouth opening Tongue protrusion Lymphadenopathy

I Mild No restriction No restriction Absent

II Moderate to severe Reduced by 33% Slight restriction Present (unilateral or bilateral)

III Severe Reduced by 66% Tongue is fixed Bilateral
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Kapoor’s Index, which assesses the retention and stability of 
dentures. The retention and stability were satisfactory, indi-
cating successful functional performance of the prosthesis 
(Figures 7-9). In addition to this, a thorough evaluation of the 
patient’s mouth opening was performed. The results showed 
that the achieved mouth opening after prosthetic rehabil-
itation was comparable to the outcomes typically observed 
following intra-lesional injection therapy, suggesting a favour-
able and functional result (Figure 10).

Kakar et al. reported that patients receiving hyaluroni-
dase alone reported a quicker relief of symptoms, whereas 
combination with dexamethasone provided better long-term 
results [3]. Shah et al evaluated the efficacy of hyaluronidase 
and dexamethasone combination in the treatment of OSMF 
and reported a reduction of the burning sensation and an im-
provement in mouth opening [7].

Lanjekar et al. evaluated the efficacy of topical curcumin 
mucoadhesive semisolid gel, triamcinolone acetonide/hya-
luronidase mucoadhesive semisolid gel and a combination 
of both in the treatment of oral submucous fibrosis (OSMF). 
They concluded that curcumin has a therapeutic effect on 
patients diagnosed with OSMF. Maximum utilization and en-
hanced drug delivery were achieved with the help of a com-
bination other two active drugs, namely triamcinolone and 
hyaluronidase [3].

Bansal conducted a histopathological study to know the 
efficacy of local and systemic corticosteroid and hyaluroni-
dase therapy in oral submucous fibrosis. The results of his 
study revealed that local and systemic corticosteroid and hy-
aluronidase therapy in patients with OSMF were found effec-
tive. However, histopathologically, it was not found statistical-
ly significant whether corticosteroids are given locally and/or 
systemic with or without injection hyaluronidase [10].

Although local corticosteroid injections are considered 
safe in patients with haemangiomas, we decided not to ad-
minister them due to the potential for adverse reactions. 
During treatment of children with local steroid injections it is 
suggested to routinely test endocrine/adrenal function and 
actively consult with an endocrinologist to confirm and then 
minimize the impact on the adrenal glands, growth and im-
mune status [11].

    Conclusion

Injections of hyaluronidase are an effective way to man-
age and eliminate morbidity in OSMF. The most notable ef-
fect of this treatment approach was an increase in mouth 
opening along with a decrease in a burning sensation. Also, 
it is a cost-effective method. Careful treatment planning and 
modification of conventional dentures allowed us to over-
come the common clinical challenges of treating OSMF. Peri-
odic recalling and prosthesis maintenance help with keeping 
the prosthesis stable, functional and easy to use.
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Figure 10.  Mouth opening at the 6 months follow-up visit
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