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Abstract 

Introduction: This review aims to present briefly the new horizon opened to pharmacology by the deep learning 
(DL) technology, but also to underline the most important threats and limitations of this method.  Material and 
Methods: We searched multiple databases for articles published before May 2021 according to the preferred 
reported item related to deep learning and drug research. Out of the 267 articles retrieved, we included 49 in 
the final review Results: DL and other different types of artificial intelligence have recently entered all spheres 
of science, taking an increasingly central position in the decision-making processes, also in pharmacology. Hen-
ce, there is a need for better understanding of these technologies. The basic differences between AI (artificial 
intelligence), DL and ML (machine learning) are explained. Additionally, the authors try to highlight the role of 
deep learning methods in drug research and development as well as in improving the safety of pharmacothera-
py. Finally, future directions of DL in pharmacology were outlined as well as possible misuses of it. Conclusion: 
DL is a promising and powerful tool for comprehensive analysis of big data related to all fields of pharmacology, 
however it has to be used carefully.
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Introduction

Despite a widely accepted opinion that artificial intelli-
gence (AI) era started with Alan Turing’s publication of “Com-
puting Machinery and Intelligence” in 1950 [1], discussion 
about that kind of human vision described with mathemat-
ical symbols appeared for the first time in the XVII century 
with works by Leibniz, Hobbes and Descartes. However, the 
practical implementation of AI into daily life is fairly new, as it 
began in the 1990s [2]. There are several popular terms used 
to describe AI-related new technologies entering recently 
in almost all spheres of sciences and everyday life: artificial 
intelligence, machine learning (ML) and deep learning (DL) 
[3-4]. Of the three, AI is the broadest concept, encompassing 
both ML and DL. The basic characteristic of all of these new 
technologies is big data management, which allows to find 
out specific correlation patterns, invisible for simple algo-
rithms, and statistical evaluation with limited data. ML uses 
algorithmic models, which treat the data as an unknown and 
find generalizable predictive patterns, while statistical mod-
eling assumes that the data is generated by a given random 

data model and draws population infer-
ences from a sample [5-6].

On the other hand, DL, a subset 
of ML, structures algorithms in layers 
to create deep neural network with 
many hidden layers, which provide 
better pattern recognition and new 
possibilities in data mining [7-9]. Spe-
cifically, the aim of DL is to determine 
a mathematical function f that maps 
a number of inputs (x) to their corre-
sponding outputs (y), e.g. y = f(x). In 
other words, standard network archi-
tecture of neural networks contains 
an input layer, several hidden layers 
in between and an output layer. A set 
of training data, often called “batch” 
is fed forward through the network’s 
layers and the output layer computes 
the loss function as the difference be-
tween the calculated prediction and 
the correct response. After that, loss 
error of the next operation is reduced 
and a backpropagation algorithm ad-
justs filter banks and learns the value 
of the parameter resulting in the best 
function approximation [9]. Recurrent 
neural networks, derived from feedfor-
ward networks, do not use limited size 
of context, which allows information 
to cycle as long as needed. This makes 
them useful in sequential data predic-
tion such as language modelling [10].

Another network type is the convolutional neural network 
(CNN), which is widely used in systems that deal with image 
classification and computer vision in general. CNNs are com-
posed of multiple types of hidden layers: convolutional layers, 
pooling layers and fully-connected layers. Like in the other net-
work types, the input layer contains the input data, i.e. the pix-
el values of the image. The convolutional layer calculates the 
scalar product between the weights and the region connected 
to the input volume. The rectified linear unit (ReLU) applies an 

“elementwise” activation function such as sigmoid to previous 
layer’s activation output. The pooling layer performs downs-
ampling along input’s spatial dimensionality, reducing the num-
ber of parameters within activation. The fully-connected layers 
will then attempt to produce scores for classification from the 
activations. This is only the base architecture model – as CNNs 
often deal with very complex image data, optimisations are 
often necessary [11]. Some new deep learning approaches in-
corporate fusion strategies into the deep learning architecture 
itself, creating fuzzy hidden layers. These layers are able to con-
dense hundreds of inputs into a more manageable set. Fusion 
can offer major reduction in model complexity [12]. 
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As Schmidhuber et al. suggested, the primary deficiency of
most traditional ML methods as compared to DL methods, is
that they have a limited ability to simulate a complicated ap
proximation function and generalize to an unseen instance [9]
Usually, ML is used for supervised analysis and DL for more
complex, unsupervised ones. Matter of fact, DL methods can
be used both in supervised applications- for accurate predic
tion of one or more labels or outcomes associated with each
data point (instead of a simple regression approaches), as well
as in unsupervised (or ‘exploratory’) applications, where the
goal is to summarize, explain or identify appropriate patterns
in a dataset as a form of clustering. Moreover, DL methods
may combine both of these approaches and propose feature
oriented one, as a highly precise predictor [13].

ML and DL are widely used in daily life, e.g. to improve
street traffic safety, in marketing research and, what is seen 
as a very controversial issue, to determine the voters’ pref-
erences [14]. Medicine as a science and clinical discipline is 
not an exception. DL method is a very promising tool in the 
diagnostic procedures (e.g. in pathomorphology and X-ray 
imaging) and results interpretation, but needs further re-
search. For instance, Wang et al. analysed stained slides of 
lymph node slices to identify cancers, and found out that 
a pathologist had an error rate of about 3%, while the applied 
algorithm had about 6%. The pathologist did not produce any 
false positives but did have a number of false negatives. The 
algorithm had about twice the error rate of a pathologist, but 
the errors were not strongly correlated [14]. Academic insti-
tutions and start-ups alike are rapidly developing prototype 
technologies using the data of healthcare providers, individu-
als, and healthcare organizations’, however the ethical impli-
cations, vulnerabilities and potential for misuse of such tools 
are still not taken seriously [15].

The value of algorithms proposed by DL methods is direct-
ly dependent on the quality and quantity of the entry data. It 
seems that a DL analytical platform which has got thousands 
of microscopic samples or X-ray images of lung changes during 
pneumonia or kidney cancer will unmistakably recognize the 
next one. However, recent controversies with face recognition 
technology (accurate only for faces of white men, whereas 20-
30% recognition of Asian women’s faces) raise new questions 
about practical usage of image recognition technologies [16].
Currently, these new technologies are present in almost all ar-
eas of medicine, including pharmacology. This review aims to 
present briefly the new horizon opened to pharmacology by 
the deep learning (DL) technology, but also to underline the 
most important threats and limitations of this method.
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Material and methods

The PubMed, EMBASE and Cochrane Library were 
searched for articles published before May 2021 according 
to the preferred reported item related to deep learning and 

drug research. The following keywords were applied: artifi-
cial intelligence, deep learning, machine learning and drug 
research, research and development. Articles were included 
in the analysis based on their quality and journal rank.

Results

Out of the 267 articles retrieved, we included 49 in the 
final review. No statistical analysis was performed. 

Discussion

DL in pharmacology

There are many different aspects of possible use of DL 
as a tool able to create predictive models and recognize 
complex patterns in big data sets in drug research and de-
velopment. A serious challenge for DL technology is how 
to manage the huge amounts of data obtained by omics 
technologies (e.g. metabolomics, genomics, proteomics, 
glycomics) in order to support and improve personal ap-
proach of pharmacotherapy. In this context, an up to date DL 
method is successfully used in sequence analysis, genome 
wide association studies, transcriptomics, epigenomics, pro-
teomics and metabolomics. It seems that the convolutional 
neural network (CNN) DL model is the most suitable for om-
ics analysis as a tool with a transfer learning strategy (trans-
ferring prior knowledge from a source domain into a target 
domain) dealing with relatively small data sets. Using this, it 
is possible to detect single nucleotide polymorphism (SNP) 
to predict the relation between genetic variants and gene 
expression, as well as to predict regulatory motifs in the ge-
nome and promoter sequences in the gene [17-22].

Pharmacology as a multidisciplinary science is prac-
tically involved in every clinical discipline of medicine (e.g. 
in surgery via the use of analgesics, anesthetics and anti-
biotics), hence special attention should be paid to it. Drug 
discovery and development is a complex process involving 
many different techniques. Traditional ML methods have al-
ready been widely used by pharmacologists in quantitative 
structure-activity relation (QSAR) models (Fig. 2). However, 
DL algorithms in drug design and development are slowly 
becoming dominant due to improved feasibility of compu-
tational management of the enormous amounts of chemical 
data involved [23-28].

Generally, there are three types of DL networks used in 
drug discovery: CNN, RNN and DNN. So far, many DL models 
for preclinical research have been reported. They predict the 
drug-target interaction of novel drug molecules (drug de-
sign) with theirs absorption, distribution, metabolism, excre-
tion, and toxicity (ADMET) [29]. Interesting DL models have 
been developed for drug discovery requiring 3D structure 
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for both ligand and target, known as AtomNet [30]. Thanks 
to them it is possible to predict binding affinity for a selective 
active compound. The next step of using DL models in drug 
discovery process was modelling of drug mechanism of action 
(MOA) using genetic profile activity relationship (GPAR) [31]. 
In order to generate more reliable MOA hypothesis, one can 
use GPAR to customize its training set to train MOA predic-
tion models and to evaluate the model performances. An 
interesting example of using DL for prediction of the new 
drug molecules to be further tested in industrial environ-
ment was published by Sturm et al [32]. They found that 
evaluation of ExCAPE-DB, one of the largest open-source 
benchmark target prediction datasets, allows to evaluate 
target prediction models trained on public data and predict 
industrial QSAR, therefore it is usable in industrial drug dis-
covery projects.

A major challenge is an attempt to use AI and DL in order 
to improve the safety of pharmacotherapy. A part from pos-
ing serious health hazards and generating enormous financial 
costs, dverse drug reactions (ADRs) are preventable. There 
is a hope that DL can help in much better and effective 
prediction and significant reduction of ADR [33]. Finally, 
optimal medication dosing can be also predicted by using 
appropriate, publicly available big data and deep reinforce-
ment learning approach [34]. Prediction of optimal and safe 
treatment of patients is a completely new field for DL appli-
cation. Nevertheless, new methods to recommend patient 
treatment and predict its outcome as well as to identify drug 
targets and predict drug response and interactions are being 
developed [35-37]. Another prospective in development of 
DL in pharmacology is personalization of pharmacotherapy. 
For instance, the genetic expression profile-based screening 
of appropriate therapeutics for cancer treatment sis already 
in development (OncoFinder algorithm) [38]. 

Figure 2. Deep learning in pharmacology

Conclusions

False interpretation of obtained data and misunder-
standing of DL technology are the real and serious threats 
of using of DL as an advisor for personalizing of pharma-
cotherapy in context of type of drug and optimal dosing. 
Some of the most important pros and cons of DL are sum-
marized in Table 1. Moreover, in basic biological research, 
measures of uncertainty help researchers distinguish be-
tween true regularities in the data and patterns that are 
false or uncertain. Two main types of uncertainties used in 
calculations are epistemic and aleatoric uncertainties [18]. 
Epistemic uncertainty is a measure of uncertainty concern-
ing the model, including its structure and parameters. It is 
caused by the lack of sufficient training data, so that it can 
be reduced with better access to more data with better 
quality. In contrast, aleatoric uncertainty is a description 
of uncertainty of observations, due to the noise or missing 

parts in data. It diminishes with improvements in the mea-
surement precision of the data [39].

Progress in decision making using deep learning is of-
ten set back by the fact that predicting results of a set of 
circumstances is much simpler than that based on a desir-
able outcome. There still remain many problems such as 
low interpretability of models and dealing with limited and 
mixed data in dynamic settings. Interpretability problems 
are particularly important as decision making in medicine is 
understandably averse to risk, and with low interpretability 
it is difficult to reason about the model and build trust in 
its correctness. While ML models also present some dan-
gerous vulnerabilities, like misclassification of adversarial 
examples [40-41], there are constant improvements in this 
area [42-44]. Cooperation between human experts and DL-

-based systems seems to offer the best results for alleviating 
many problems [45-48]. Obviously, ethical issues are also 
extremely important in this context and can seriously re-
strict the use and publishing of very sensitive health relat-
ed data [49].



92 Eur J Transl Clin Med 2022;5(2):88-94

1.  Turing AM. Computing machinery and intelligence Mind 49 433-460. Mind. 1950;59(236):433–60. 
2.  Clark J. Why 2015 Was a Breakthrough Year in Artificial Intelligence [Internet]. Bloomberg. Europe Edition. 2015 [cited 

2022 Aug 22]. Available from: https://www.bloomberg.com/news/articles/2015-12-08/why-2015-was-a-breakthrough-
year-in-artificial-intelligence

3.  Cukier K. Ready for robots? How to think about the future of AI [Internet]. Foreign Affairs. [cited 2022 Aug 22]. Available 
from: https://www.foreignaffairs.com/reviews/review-essay/2019-06-11/ready-robots

4.  McCorduck P, Cfe C. Machines Who Think: A Personal Inquiry into the History and Prospects of Artificial Intelligence 
[Internet]. CRC Press; 2004. Available from: https://books.google.pl/books?id=r2C1DwAAQBAJ

5.  Jang H, Park A, Jung K. Neural Network Implementation Using CUDA and OpenMP. In: 2008 Digital Image Computing: 
Techniques and Applications [Internet]. IEEE; 2008. p. 155–61. Available from: https://doi.org/10.1109/DICTA.2008.82

6.  Bzdok D, Altman N, Krzywinski M. Statistics versus machine learning. Nat Methods [Internet]. 2018 Apr 3;15(4):233–4. 
Available from: https://doi.org/10.1038/nmeth.4642

7.  Hollis KF, Soualmia LF, Séroussi B. Artificial Intelligence in Health Informatics: Hype or Reality? Yearb Med Inform [Inter-
net]. 2019 Aug 16;28(01):003–4. Available from: https://doi.org/10.1055/s-0039-1677951

8.  Lavecchia A. Machine-learning approaches in drug discovery: methods and applications. Drug Discov Today [Internet]. 
2015 Mar;20(3):318–31. Available from: https://www.sciencedirect.com/science/article/pii/S1359644614004176

References

Funding 

This work was supported by the Faculty of Medicine of 
the Medical University of Gdańsk (ST-02-00-22/07).

Table 1. Pros and cons of machine and deep learning uses in medicine, according to Papernot et al. [15]

Pros Cons

• wide application area and potential
• better performance as compared to traditional 

methods
• results and outcomes of DL analysis are new, 

previously unidentified 
• DL can reveal novel classes of treatable conditions
• DL predictions can be evaluated by medical experts
• Possible to process large amount of data 

(as in many previously untestable hypotheses)
• higher degree of accuracy without human-biased 

extraction strategies
• ability of DL to evaluate a huge amount of omic 

data that can be obtained from each cell, 
• in some situations missing data can be substituted 

with simulated data 
• deep learning models may have uniquely 

advantageous generalization properties
• excellent perspective for further development 

 with improvements in hardware and new 
 theoretical approaches

• misdiagnosis by DL based on the tests by the 
physician (for suspected diagnosis)

• difficulty of assigning a level of confidence to
each prediction

• limitations in some domains e.g. medical imaging, 
• user-friendly tools must be developed for deep 

learning to become commonplace
• underdetermined, or ill-conditioned, problems are 

still a challenge for deep neural networks 
that require many training examples

• it is often unclear whether simulations can produce 
sufficiently realistic data to produce reliable models

• it is much easier to predict an outcome than to 
suggest an action to change the outcome

• ’bias-variance’ tradeoff
• advancing deep learning takes a lot of computing 

power accruing from neural network training
• issues involving legality and privacy resulting from 

using and sharing data
• deep neural networks often make mistakes that 

are unlikely for humans to make
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